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High dimensional generalized linear models are widely applicable in many scientific fields with data having heavy tails. However, little is known about statistical guarantees on the estimates of such models in a time series setting. In this article, we establish statistical error bounds and support recovery guarantees of the classical $\ell_{1}$ regularized procedure for generalized linear model with temporal dependent data. We also propose a new robust $M$-estimator for high dimensional time series. Properties of the proposed robust procedure are investigated both theoretically and numerically. As an extension, we introduce a robust estimator for linear regression and show that the proposed robust estimator achieves nearly the optimal rate as that for i.i.d subGaussian data. Simulation results show that the proposed method performs well numerically in the presence of heavy-tailed and serially dependent covariates and/or errors, and it significantly outperforms the classical Lasso method. For applications, we demonstrate, in the supplementary material, the regularized robust procedure via analyzing high-frequency trading data in finance.
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## 1. Introduction

In recent years, information technology has made high dimensional time series data increasingly common. The demand for modelling and forecasting such data arises naturally from communication engineering, environmental studies, market analysis in finance and panel studies in economics, among others. In many applications, we often face the challenge of dealing with a large number of complicated issues such as missing values or heavy tails. The Lasso regularized method, originally introduced by [71] and subsequently investigated by many others, is a popular technique for high dimensional linear regression models with sparse coefficients. As a matter of fact, the $\ell_{1}$-type penalty of the Lasso can also be applied to other models in high dimension, including, for example, logistic regression ([25, 47, 67, 69], among others), multinomial logistic regression [43] or Cox re-
gression [72] by replacing the $\ell_{2}$ loss function by the corresponding negative log-likelihood function.

Generalized linear models (GLM, [51]) are a flexible generalization of the ordinary linear regression by allowing researchers to model the relationship between the predictors and a function of the mean of the response variable, which can follow a continuous or discrete distribution. In a variety of applications, the observed response consists of binary or count data for which GLM is especially useful. See, for example, social network analysis [5, 44, 63, 70, 91], biological neural networks [7, 18, 58], compressed sensing [42, 61, 62], power systems analysis [38], and seismology [57, 80]. This paper deals with the Lasso penalty for GLM applied to high dimensional time series data. Under the independent and identically distributed (i.i.d.) setting, there exists substantial literature on the Lasso methods for high dimensional GLM. For instance, [79] showed non-asymptotic oracle inequalities for the empirical risk minimizer with Lasso penalty for high dimensional GLMs with a Lipschitz loss function. [36] studied Lasso estimator in the Cox proportional hazards regression when the covariates are time dependent, and established oracle inequalities for prediction and estimation errors. A number of papers analyzed penalized methods beyond Lasso. [52] applied group Lasso to high dimensional logistic regression, proposed an efficient algorithm, and showed consistency of the estimator. [56] studied penalized M-estimators with a general class of regularization methods, including an $\ell_{2}$ error bound for the Lasso in GLM. [37] studied weighted absolute penalty and its adaptive, multistage application in GLM. [24] investigated asymptotic equivalence of Lasso and other concave regularized methods in a thresholded parameter space. [41] studied adaptive Lasso and group-Lasso for the functional Poisson regression.

Despite the extensive research in GLMs for i.i.d data, very limited work focused on theoretical properties of the regularized estimates when the observations are dependent. [2] investigated theoretical properties of Lasso estimators with a random design for high dimensional Gaussian processes. [86] analyzed Lasso estimator with a fixed design matrix and Dantzig selector under random design. [31] extended the Lasso estimator to random design and weakly sparse time series with application in now-casting. [90] considered nonparametric sparse additive model for linear autoregression. [27] studied Lasso estimators of high dimensional autoregressive generalized linear models, which was further extended in [49]. See also [26, 30].

The phenomenon of heavy-tails is widely observed in time series data. It is one of the stylized facts in financial econometrics that financial returns and macroeconomic variables have high excess kurtosis. Large scale imaging data in biology, such as neural spike recordings (see, for example, $[7,18,58]$ ), are often corrupted by non-Gaussian noises. The conventional regression estimator may fare poorly or even be inconsistent when the observations are heavy tailed and/or contaminated by outliers in the predictors and/or the response variable. Therefore, it is important to study effective principles for dealing with heavy-tailed or noisy time series data.

The origin of robust statistics dates back to the fundamental works of John Tukey [76, 77], Peter Huber [39, 40] and Frank Hampel [28, 29]. In general, robustness can be defined in two ways; model misspecification and outliers. For example, Tukey's work [76] is about robustness to a misspecification of the Gaussian model, while Hodges' work
[34] is robustness to contamination of the dataset by extreme outliers or robustness to heavy-tailed distributions in the model that lead to the appearance of some aberrant data. It is well known that if the covariates and/or the errors deviate more wildly from the sub-Gaussian distribution, the linear regression estimator based on the least squares loss no longer converges at the optimal rates. Intuitively, an outlier in the covariates may cause the corresponding $M$-estimator to behave arbitrarily badly. This motivates the use of generalized $M$-estimators that downweight high-leverage observations. In the classical theory of robust regression in low dimensions, many weighting functions are introduced, such as Mallows estimator [48], Hill-Ryan estimator [33], and Schweppe estimator [54]. In this paper, we focus on heavy-tailed covariates and heavy-tailed errors for generalized linear model. We also extend the robust $M$-estimator to high dimensional time series.

Driven by a wide range of contemporary scientific applications, robust regression of high dimensional data is of substantial research interest. Indeed, several papers have shed new light on high dimensional robust $M$-estimator when the population distribution is heavy tailed or noisy. [12] considered estimation of the mean of heavy-tailed distributions via a robust empirical loss, which is insensitive to extreme values. Cantoni's mean estimator is further extended in [8] to empirical risk minimization. [35, 55] applied "median of mean" estimator to high dimensional sparse regression. [23] introduces a simple principle for robust high dimensional low rank matrix recovery via an appropriate shrinkage on the data. [21] developed estimation bounds for penalized robust regression with the Huber loss function. [45] gave a general framework for robust regularized M-estimators under both convex and non-convex loss functions. However, all prior works focused on the setting where samples are i.i.d. To the best of our knowledge, the existing procedures cannot readily be applied to high dimensional time series data.

The goal of this paper is threefold: (i) To lay a theoretical foundation for high dimensional generalized linear models (GLMs) in situations in which the errors or the covariates can be serially dependent; (ii) To develop novel robust estimation of GLMs for serially dependent data in the case that the dimension can be much larger than the sample size, and to provide a solid theoretical guarantee; (iii) To derive sharp inequalities for tail probabilities for dependent and/or non-sub-Gaussian processes under some mild and easily verifiable conditions. It is worth emphasizing that our model is different from the autoregressive generalized linear model considered in [27] and [49]. It is expected that our framework, inequalities and tools will be useful in other high dimensional problems that involve temporal dependent data.

In this paper, we propose to appropriately shrink the feature variables before calculating the $M$-estimator to achieve the robustness for high dimensional time series regression. Let $X_{i}$ be a $p$-dimensional vector of covariates. If $X_{i}$ is heavy-tailed, the basic idea is to shrink each feature $X_{i j}(1 \leq j \leq p)$ to a predetermined threshold level $\tau$. We show that the regularized robust regression functions continue to enjoy good behavior. Our first contribution is to provide the asymptotic behavior of the estimated GLM coefficients of the Lasso penalized method for both the original time series data and shrinkage heavy-tailed data. It is shown that an appropriate truncation does not induce significant bias. Under only bounded moment conditions for either noise or covariates, our robust estimator can nearly achieve the error bound for i.i.d. sub-Gaussian data, modulo a price for temporal
dependence. The performance of the proposed shrinkage Lasso estimator is thus shown to be much better than that of the vanilla estimator. The allowed dimension $p$ can be as large as $\exp \left(n^{c}\right)$, where $n$ is the sample size and $0<c<1$. This means that shrinkage not only overcomes heavy-tailed corruption, but also mitigates the curse of dimensionality. We also establish support recovery guarantees and $\ell_{\infty}$ bounds for both methods. Furthermore, unlike the usual robust quasi-likelihood estimators in low dimension, which is non-convex, our method still maintains convexity, thus enjoys certain computational advantages.

In addition, our robust estimator can also be applied to the usual linear regression setting for high dimensional time series. For weakly temporal dependence and heavy-tailed data, our robust method achieves nearly the minimax optimal rate of $\ell_{2}$-norm established by [64] for i.i.d sub-Gaussian data. The difference lies in the scaling requirements on $p$, $n$, the sparsity condition, and the additional logarithmic factor of $n$ in the rate, which is induced by the temporal dependence. It is also worth noting that we provide new concentration inequalities, which extend Talagrand's inequality and Bousquet's inequality [6] to high dimensional time series. The extension is of independent interest.

Besides the theoretical properties, we also study the numerical performance of the proposed robust procedure using both simulated and real data. Section 5 considers the simulation studies and shows that our robust procedure performs well numerically in the presence of both symmetric and asymmetric heavy-tailed covariates and/or errors. In particular, the robust procedure significantly outperforms the standard Lasso method, especially in $\ell_{1}$ and $\ell_{2}$ losses of the GLM coefficients. We also illustrate our procedure with an application to high-frequency stock trading for predicting price changes in consecutive transactions via a multinomial logistic regression. Our method leads to marked improvements in prediction compared with the existing methods in financial econometrics.

The rest of the article is organized as follows. Section 2 introduces the standard Lasso procedure and the robust procedure for GLM when the covariates or/and the errors have heavy tails. The framework of high dimensional time series is presented in Section 3.1. Theoretical properties of both robust and non-robust GLM estimators are also investigated in Section 3. After the basic assumptions of Section 3.2, Sections 3.3 and 3.4 study the convergence rates of the standard Lasso procedure and the robust procedure, respectively. Section 4 discusses the conventional linear regression with robust estimator and time series data. Section 5 investigates the numerical performance of the proposed robust procedure and compares it with that of the standard Lasso procedure. Concentration inequalities for high dimensional time series, real data analysis, and all the proofs are given in the supplementary material.

### 1.1. Notation

Throughout the paper, for a vector $x=\left(x_{1}, \ldots, x_{p}\right)^{\prime}$, define $|x|_{2}=\left(x_{1}^{2}+\ldots+x_{p}^{2}\right)^{1 / 2}$, $|x|_{\infty}=\max \left\{\left|x_{1}\right|, \ldots,\left|x_{p}\right|\right\}$. For a matrix $A=\left(a_{i j}\right) \in \mathbb{R}^{p \times m}$, denote entrywise max norm $|A|_{\infty}=\max _{i, j}\left|a_{i j}\right|$ and induced matrix-operator norm $\|A\|_{1}=\max _{1 \leq j \leq m} \sum_{i=1}^{p}\left|a_{i j}\right|$,
$\|A\|_{\infty}=\max _{1 \leq i \leq p} \sum_{j=1}^{m}\left|a_{i j}\right|$. If $A \in \mathbb{R}^{p \times p}$ is a square matrix, let $\lambda_{1}(A) \geq \lambda_{2}(A) \geq$ $\cdots \geq \lambda_{p}(A)$ be its eigenvalues in descending order. Also denote $\lambda_{\max }(A)=\lambda_{1}(A)$ and $\lambda_{\min }(A)=\lambda_{p}(A)$. For a random variable $\xi$, let $\|\xi\|_{m}=\left(\mathbb{E}|\xi|^{m}\right)^{1 / m}$ and write $\xi \in \mathcal{L}^{m}$, $m \geq 1$, if $\|\xi\|_{m}<\infty$. For simplicity, denote $\|\xi\|=\|\xi\|_{2}$. For a set $S$, write $|S|$ as its cardinality. For two sequences of real numbers $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$, write $a_{n}=O\left(b_{n}\right)$ if there exists a constant $C$ such that $\left|a_{n}\right| \leq C\left|b_{n}\right|$ holds for all sufficiently large $n$, write $a_{n}=o\left(b_{n}\right)$ if $\lim _{n \rightarrow \infty} a_{n} / b_{n}=0$, and write $a_{n} \asymp b_{n}$ if there are positive constants $c$ and $C$ such that $c \leq a_{n} / b_{n} \leq C$ for all sufficiently large $n$. Denote $a \wedge b=\min \{a, b\}$ and $a \vee b=\max \{a, b\}$. We use $C, C_{1}, C_{2}, \cdots$ to denote positive constants whose values may differ from place to place. A constant with a symbolic subscript is used to emphasize the dependence of the value on the subscript. We assume $p=p_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

## 2. The Model

### 2.1. Generalized linear models and the loss function

Consider $n$ observations $\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1}^{n}$, where $X_{i} \in \mathcal{X} \subset \mathbb{R}^{p}$ is a $p$-dimensional vector of covariate variables, and $Y_{i} \in \mathcal{Y} \subset \mathbb{R}$ is the response variable. We model the dependence of the mean of $Y_{i}$ on $X_{i}$ via the linear function $f_{\beta^{*}}\left(X_{i}\right)=X_{i}^{\top} \beta^{*}$, where $\beta^{*}$ is a vector of unknown coefficients and $X_{i}^{\top}$ is the transpose of $X_{i}$. The goal is to estimate $\beta^{*}$. In a high dimensional model, the number of covariates $p$ can be much larger than the number of observations $n$. Let $R: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ be a loss function.

We consider the following estimator of empirical risk minimization with Lasso penalty

$$
\begin{equation*}
\hat{\beta}:=\arg \min _{\beta}\left\{\frac{1}{n} \sum_{i=1}^{n} R\left(f_{\beta}\left(X_{i}\right), Y_{i}\right)+\lambda|\beta|_{1}\right\} \tag{1}
\end{equation*}
$$

where $f_{\beta}\left(X_{i}\right)=X_{i}^{\top} \beta$. Assume the response variable $Y_{i}$ is from an exponential family with the probability density function taking the canonical form

$$
h_{Y}(y ; \mu)=\exp [y \mu-r(\mu)+b(y)]
$$

for some known functions $r(\cdot)$ and $b(\cdot)$, and unknown function $\mu$. The function $\mu$ is usually called the canonical or natural parameter. The mean response is $r^{\prime}(\mu)$, the first derivative of $r(\mu)$ with respect to $\mu$. The generalized linear model assumes the form:

$$
\mathbb{E}(Y \mid X)=r^{\prime}(\mu(X))=r^{\prime}\left(X^{\top} \beta^{*}\right)
$$

The canonical link function is thus defined as $g:=\left(r^{\prime}\right)^{-1}$. Let $z=\mu(X)$. The maximum (marginal) log-likelihood loss function is then

$$
\begin{equation*}
R(z, y)=-y z+r(z), \quad y \in \mathcal{Y}, \quad z \in \mathbb{R} \tag{2}
\end{equation*}
$$

Define the objective empirical risk function as

$$
\mathcal{R}_{n}(\beta)=\frac{1}{n} \sum_{i=1}^{n} R\left(f_{\beta}\left(X_{i}\right), Y_{i}\right)
$$

The gradient and Hessian of $\mathcal{R}_{n}(\beta)$ are respectively

$$
\begin{align*}
& \nabla \mathcal{R}_{n}(\beta)=\frac{1}{n} \sum_{i=1}^{n}\left(r^{\prime}\left(f_{\beta}\left(X_{i}\right)\right)-Y_{i}\right) X_{i}  \tag{3}\\
& \boldsymbol{H}_{n}(\beta)=\nabla^{2} \mathcal{R}_{n}(\beta)=\frac{1}{n} \sum_{i=1}^{n} r^{\prime \prime}\left(f_{\beta}\left(X_{i}\right)\right) X_{i} X_{i}^{\top} \tag{4}
\end{align*}
$$

We also define the symmetric Bregman divergence as

$$
\begin{equation*}
D_{\mathcal{R}}\left(\beta, \beta^{*}\right)=\left(\beta-\beta^{*}\right)^{\top}\left(\nabla \mathcal{R}_{n}(\beta)-\nabla \mathcal{R}_{n}\left(\beta^{*}\right)\right) \tag{5}
\end{equation*}
$$

which can be viewed as symmetric, partial Kullback-Leibler distance between the loglikelihood at $\beta$ and $\beta^{*}$.

In this paper, we focus on $\hat{\beta}$ of the empirical risk minimization of (1) and (2). Extension to quasi-likelihood loss will be discussed in the supplementary material.

### 2.2. Robust Lasso estimator

Inspired by the theory on robust estimation for linear regression (see e.g. [23]), we study regularized versions of high dimensional robust GLM estimators and establish their statistical guarantees. In order to deal with heavy-tailed data, we propose a robust estimator to be used in (1) by the simple and classical principle of truncation [23], or more generally shrinkage. Our approach is simple: we truncate or shrink appropriately the heavy-tailed covariates or/and the response variable. Intuitively, shrinkage reduces sensitivity of the estimator to data corruption caused by the heavy-tailed distributions. However, shrinkage leads to bias. We shall find an appropriate shrinkage level to balance the induced bias and the statistical error rate. The resulting estimator is then defined as follows:

$$
\begin{equation*}
\hat{\beta}:=\arg \min _{\beta}\left\{\frac{1}{n} \sum_{i=1}^{n} R_{\tau}\left(f_{\beta}\left(X_{i}\right), Y_{i}\right)+\lambda|\beta|_{1}\right\} \tag{6}
\end{equation*}
$$

where $\tau$ is a predetermined threshold level,

$$
R_{\tau}\left(f_{\beta}\left(X_{i}\right), Y_{i}\right):=R\left(f_{\beta}\left(\widetilde{X}_{i}\right), Y_{i}\right)
$$

and $\widetilde{X}_{i}$ is a truncated version of the covariates $X_{i}$ if they are heavy-tailed and equals the original covariates (truncation threshold goes to infinity) if they are light-tailed. When the covariates $X_{i}$ are heavy-tailed, we choose

$$
\tilde{X}_{i j}=\operatorname{sgn}\left(X_{i j}\right)\left(\left|X_{i j}\right| \wedge \tau\right), \quad 1 \leq j \leq p
$$

where $a \wedge b=\min (a, b)$. In practice, we may need to first normalize $X_{i}$ for each covariate $X_{i j}$, for $1 \leq j \leq p$, before applying truncation. As discussed in [31], such normalization will not lose signal information when the time series is stationary.

In general, under the GLM setting, the response (e.g., binary data) is considered not to be corrupted by heavy tailed noise. Thus, in Section 3, we focus on the case when the data generating distribution of the response is indeed the model distribution so that we only need to trim the covariates. If the response is also corrupted by random noises, we shall also truncate the response properly. For the linear regression model with least squares loss in Section 4, it is common in the literature to consider the case that the response might have heavy tails. Then we need to further truncate the response to achieve robustness.

With the aforementioned data robustifications, the proposed methodology yields an estimator that, under a bounded moment condition on the covariates or/and the response, has the similar statistical rate as that of the estimator available in the literature for subGaussian distributions. Our study gives a formal theoretical consideration of both the original estimator in (1) and the robust one in (6). As shown in Sections 3 and 4, compared with [23], our rates are nearly optimal up to an additional multiplicative $\log n$ term.

The first and most important advantage of our robust method is to maintain the convexity of (negative) log-likelihood loss. There are several alternatives to robust estimation in the context of low dimensional generalized linear model. For example, [11] proposed a class of robust quasi-likelihood loss function. [3] constructed robust estimator for the logistic regression by bounded deviance, which was further extended to other generalized linear models. [87] introduced a class of robust estimators for generalized linear models motivated by the Bregman divergence. However, most of these robust estimators in the low dimensional case are non-convex.

Our robust method is also much easier to implement than many existing ones, as it only needs to truncate or shrink the data before applying the standard method to the transformed data. The tuning parameter $\tau$ plays a key role by adapting to covariates and/or errors with different shapes and tails. In practice, the optimal values of tuning parameters $\tau$ and $\lambda$ can be chosen by a two-dimensional grid search using an informationbased criterion or time series cross-validation, e.g., the Akaike information criterion or Bayesian information criterion. Specifically, we may partition a rectangle in the scale of $(\log (\tau), \log (\lambda))$ to form our search grid. Then the optimal values are achieved by the combination of the two parameters that minimizes the cross-validated measurement, the Akaike information criterion or Bayesian information criterion. In addition, the robust cross-validation proposed in [23] can also be used to tune $(\lambda, \tau)$ by replacing the $K$-fold cross-validation with time series rolling forecast.

## 3. Asymptotic Properties

We now consider the properties of the standard Lasso method (1) and the robust Lasso method (6). We first show the statistical error rates and the support recovery guarantees of the estimated GLM coefficients for the original time series data and then demonstrate that the convergence rates of robust estimator for shrinkage heavy-tailed data are
significantly improved.

### 3.1. High dimensional time series

Let $\varepsilon_{i}, i \in \mathbb{Z}$, be i.i.d. random vectors and $\mathcal{F}_{i}=\sigma\left(\cdots, \varepsilon_{i-1}, \varepsilon_{i}\right)$. We assume that the covariate process $\left(X_{i}, i=1, \ldots, n\right)$ is high dimensional and stationary in the form

$$
\begin{equation*}
X_{i}=\left(g_{1}\left(\mathcal{F}_{i}\right), \ldots, g_{p}\left(\mathcal{F}_{i}\right)\right)^{\top} \tag{7}
\end{equation*}
$$

and the response $Y_{i}$ assumes the form

$$
\begin{equation*}
Y_{i}=g_{y}\left(\mathcal{F}_{i}\right) \tag{8}
\end{equation*}
$$

where $g_{1}(\cdot), \ldots, g_{p}(\cdot)$ and $g_{y}(\cdot)$ are measurable functions in $\mathbb{R}$ such that $X_{i}$ and $Y_{i}$ are well-defined. In the scalar case with $p=1,(7)$ and (8) include a very general class of stationary processes; c.f. $[60,65,73,74,81,82]$.

Following [82], at lag $i \geq 0$, we define the functional dependence measure

$$
\begin{aligned}
\delta_{i, q, j} & =\left\|X_{i j}-X_{i j,\{0\}}\right\|_{q}=\left\|g_{j}\left(\mathcal{F}_{i}\right)-g_{j}\left(\mathcal{F}_{i,\{0\}}\right)\right\|_{q} \\
\delta_{i, q, y} & =\left\|Y_{i}-Y_{i,\{0\}}\right\|_{q}=\left\|g_{y}\left(\mathcal{F}_{i}\right)-g_{y}\left(\mathcal{F}_{i,\{0\}}\right)\right\|_{q}
\end{aligned}
$$

where the coupled process $X_{i j,\{0\}}=g_{j}\left(\mathcal{F}_{i,\{0\}}\right)$ and $Y_{i,\{0\}}=g_{y}\left(\mathcal{F}_{i,\{0\}}\right)$ with $\mathcal{F}_{i,\{0\}}=$ $\sigma\left(\ldots, \varepsilon_{-1}, \varepsilon_{0}^{\prime}, \varepsilon_{1}, \ldots, \varepsilon_{i-1}, \varepsilon_{i}\right)$ and $\varepsilon_{0}^{\prime}, \varepsilon_{l}, l \in \mathbb{Z}$, being i.i.d. random elements. The dependence measure $\delta_{i, q, j}$ quantifies the $q$-th moment of the difference between the original process $X_{i j}$ and the coupled process $X_{i j,\{0\}}$ with $\varepsilon_{0}$ replaced by $\varepsilon_{0}^{\prime}$ and all the other innovations kept the same. We assume short-range dependence so that

$$
\begin{aligned}
\Delta_{m, q, j} & :=\sum_{i=m}^{\infty} \delta_{i, q, j}<\infty \\
\Delta_{m, q, y} & :=\sum_{i=m}^{\infty} \delta_{i, q, y}<\infty
\end{aligned}
$$

Then for fixed $m, \Delta_{m, q, j}$ and $\Delta_{m, q, y}$ measure the cumulative effect of $\varepsilon_{0}$ on $\left(X_{i j}\right)_{i \geq m}$ and $\left(Y_{i}\right)_{i \geq m}$.

We introduce the following dependence adjusted norms

$$
\begin{align*}
\left\|X_{. j}\right\|_{q, \alpha} & =\sup _{m \geq 0}(m+1)^{\alpha} \Delta_{m, q, j}, \quad \alpha \geq 0  \tag{9}\\
\left\|X_{. j}\right\|_{q, \mathrm{GMC}} & =\sup _{m \geq 0} \rho_{j}^{-m} \Delta_{m, q, j}, \quad \text { for some } 0<\rho_{j}<1,  \tag{10}\\
\left\|X_{. j}\right\|_{\psi_{\nu}} & =\sup _{q \geq 2} q^{-\nu} \Delta_{0, q, j} . \tag{11}
\end{align*}
$$

Similarly, we can define $\|Y .\|_{q, \alpha},\|Y .\|_{q, \mathrm{GMC}}$ and $\|Y .\|_{\psi_{\nu}}$. Both $\left\|X_{. j}\right\|_{q, \alpha}$ and $\left\|X_{. j}\right\|_{q, \mathrm{GMC}}$ are called the $q$-th dependence adjusted norms. By (9), if $\left\|X_{. j}\right\|_{q, \alpha}<\infty$, then $\Delta_{m, q, j}=$
$\sum_{i=m}^{\infty} \delta_{i, q, j}=O\left(m^{-\alpha}\right)$ so that a larger $\alpha$ indicates weaker temporal dependence. In other words, $\left\|X_{. j}\right\|_{q, \alpha}$ assumes polynomial decay of the dependence measure with a larger value of $\alpha$ leading to weaker temporal dependence. In contrast, $\left\|X_{. j}\right\|_{q, \text { GMC }}$ allows exponential decay of the functional dependence measure $\delta_{i, q, j}$. Property (10) is also called geometric moment contraction $(\operatorname{GMC}(q))$; c.f. $[68,85,88]$. In addition, $\left\|X_{. j}\right\|_{\psi_{\nu}}$ represents the $\psi_{1 / \nu}$ Orlicz norm in the dependence case. In the special case that $X_{i j}$ are i.i.d. with mean 0 , we have $\delta_{i, q, j}=0$ for all $i \geq 1$, and $\delta_{0, q, j}=\left\|X_{0 j}-X_{0 j,\{0\}}\right\|_{q}$. In this case, the $q$ th dependence adjusted norms $\left\|X_{. j}\right\|_{q, \alpha}$ and $\left\|X_{. j}\right\|_{q, \mathrm{GMC}}$ are equivalent to the $\mathcal{L}^{q}$ norm $\left\|X_{i j}\right\|_{q}$ in the sense that $\left\|X_{i j}\right\|_{q} \leq \delta_{0, q, j} \leq\left\|X_{i j}\right\|_{q}+\left\|X_{i j,\{0\}}\right\|_{q}=2\left\|X_{i j}\right\|_{q}$. Moreover, if $\nu=1 / 2$ (resp. $\nu=1$ ), $\left\|X_{. j}\right\|_{\psi_{\nu}}$ is a sub-Gaussian (resp. sub-exponential) norm of the random variable $X_{i j}$. Hence, the dependence adjusted norms $\|\cdot\|_{q, \alpha},\|\cdot\|_{q, \mathrm{GMC}}$ and $\|\cdot\|_{\psi_{\nu}}$ can be naturally interpreted as the polynomial moment and the exponential moment accounting for dependence, respectively.

Remark 3.1. If $\left\|X_{i j}\right\|_{q^{*}}<\infty$ for some $q^{*}>0$ and $\left\|X_{. j}\right\|_{q_{0}, \mathrm{GMC}}<\infty$ holds for the process $\left(X_{i j}\right)$ for some $0<q_{0} \leq q^{*}$ and $\rho_{j} \in(0,1)$, then $\left\|X_{. j}\right\|_{q, \mathrm{GMC}}<\infty$ also satisfies with the same $\rho_{j}$ for all $q \in\left(0, q^{*}\right]$. The above property of geometric moment contraction follows by Lemma 2 in [84].

We provide an example of high dimensional time series below, for which we can calculate the bounds of the dependence adjust norms defined in (9), (10) and (11).

Example 3.1. Let $\varepsilon_{i j}, i, j \in \mathbb{Z}$, be i.i.d. random variables with mean 0 and $\left\|\varepsilon_{i j}\right\|_{q}<\infty$ for some $q \geq 2$. Define the $p$-dimensional linear process

$$
\begin{equation*}
X_{i}=\sum_{k=0}^{\infty} A_{k} \varepsilon_{i-k} \tag{12}
\end{equation*}
$$

where $\varepsilon_{i}=\left(\varepsilon_{i 1}, \ldots, \varepsilon_{i p}\right)^{\top}, A_{k}$ are $p \times p$ real coefficient matrices such that $\sum_{k=0}^{\infty} \operatorname{tr}\left(A_{k} A_{k}^{\top}\right)<$ $\infty$. Then by Kolmogorov's three series theorem, the linear process (12) is well defined. Let $A_{k, j}$. be the jth row of $A_{k}$. By Rosenthal's inequality [66], we can obtain

$$
\delta_{i, q, j}=\left\|A_{i, j} \cdot \varepsilon_{0}\right\|_{q} \leq(q-1)^{1 / 2}\left|A_{i, j \cdot} \cdot\right|_{2}\left\|\varepsilon_{00}\right\|_{q}
$$

(i). If there exist $\theta>1$ and $K>0$ such that $\max _{1 \leq j \leq p}\left|A_{i, j \cdot} \cdot\right|_{2} \leq K(i+1)^{-\theta}$ for all $i \geq 0$, then with $\alpha=\theta-1$, we have

$$
\left\|X_{. j}\right\|_{q, \alpha}=\sup _{m \geq 0}(m+1)^{\alpha} \sum_{i=m}^{\infty} \delta_{i, q, j} \leq C_{\theta, q} K\left\|\varepsilon_{00}\right\|_{q},
$$

where the constant $C_{\theta, q}$ only depends on $\theta$ and $q$. If $\alpha^{\prime}>\theta-1$, then $\left\|X_{. j}\right\|_{q, \alpha^{\prime}}$ may be $\infty$.
(ii). If there exist $\rho_{j} \in(0,1)$ and $K>0$ such that $\max _{1 \leq j \leq p}\left|A_{i, j} \cdot\right|_{2} \leq K \rho_{j}^{i}$ holds for all $i \geq 0$, then since $\sum_{i=m}^{\infty} \rho_{j}^{i}=\rho_{j}^{m} /\left(1-\rho_{j}\right)$, we have

$$
\left\|X_{. j}\right\|_{q, \mathrm{GMC}}=\sup _{m \geq 0} \rho_{j}^{-m} \sum_{i=m}^{\infty} \delta_{i, q, j} \leq \frac{K(q-1)^{1 / 2}\left\|\varepsilon_{00}\right\|_{q}}{1-\rho_{j}}
$$

(iii). Suppose $\max _{|\theta|_{2}=1} q^{-\nu}\left\|\varepsilon_{i}^{\top} \theta\right\|_{q} \leq C_{\nu}<\infty$ for all $q \geq 2$. If $\max _{1 \leq j \leq p} \sum_{i=0}^{\infty}\left|A_{i, j} \cdot\right|_{2} \leq$ $K$, for some $K>0$, then

$$
\left\|X_{. j}\right\|_{\psi_{\nu}}=\sup _{q \geq 2} q^{-\nu} \sum_{i=0}^{\infty} \delta_{i, q, j} \leq C_{\nu} K
$$

When $\nu=1 / 2$, it is similar to the sub-Gaussian Orlicz norm in the i.i.d. case; see for example [20, 21].

To account for the cross-sectional dependence of the $p$-dimensional stationary process $\left(X_{i}\right)$, we define the $\mathcal{L}^{\infty}$ functional dependence measure and its corresponding dependence adjusted norm (cf. [14, 15, 89])

$$
\begin{aligned}
& \omega_{i, q}=\left\|\max _{1 \leq j \leq p}\left|X_{i j}-X_{i j,\{0\}}\right|\right\|_{q}=\left\|\left|X_{i}-X_{i,\{0\}}\right|_{\infty}\right\|_{q} \\
& \left\||X .|_{\infty}\right\|_{q, \alpha}=\sup _{m \geq 0}(m+1)^{\alpha} \Omega_{m, q}, \quad \alpha \geq 0, \quad \text { and } \quad \Omega_{m, q}=\sum_{i=m}^{\infty} \omega_{i, q}
\end{aligned}
$$

Additionally, we define

$$
\left\||X .|_{\infty}\right\|_{\psi_{\nu}}=\sup _{q \geq 2} q^{-\nu} \Omega_{0, q} .
$$

In this paper, we use the above dependence adjusted norms to study the limiting properties of Lasso estimators in the presence of serial dependence. The framework of functional dependence measure allows many linear and nonlinear time series models; see [68, 82, 85] for examples.

### 3.2. Assumptions

To prove theoretical properties of our method, we make the following assumptions.
Assumption 1 (Convex Loss). Throughout this paper, the map

$$
z \mapsto R(z, y)
$$

is convex for all $y \in \mathcal{Y}$.
This assumption is important from a computational perspective; see e.g. [45, 78]. It also plays a crucial role in our theory, as it allows us to prove that the estimator $\hat{\beta}$ is in a neighborhood of $\beta^{*}$.

Assumption 2. Consider the function $r$ in the maximum log-likelihood loss function (2). It holds that $\left|r^{\prime}(x)\right| \leq M_{1}<\infty,\left|r^{\prime \prime}(x)\right| \leq M_{2}<\infty$ for any $x \in \mathbb{R}$. Moreover, $\left|r^{\prime \prime}\left(x_{1}\right)-r^{\prime \prime}\left(x_{2}\right)\right| \leq M_{3}\left|x_{1}-x_{2}\right|$ for any $x_{1}, x_{2} \in \mathbb{R}$ with $M_{3}<\infty$.

Assumption 2 describes some smoothness conditions. Similar assumptions were imposed in $[1,20,46]$. Assumptions 2 requires that the second order derivative is Lipschitz. It is used to control the symmetric Bregman divergence and Hessian of the log-likelihood in a neighborhood of $\beta^{*}$. In fact, except for Poisson regression, many examples of generalized linear models and loss functions satisfy this condition, such as logistic regression, multinomial logistic regression, huber loss, etc.

Assumption 3. Let $S=\left\{j: \beta_{j}^{*} \neq 0\right\}$. Assume $|S| \leq s$.
Assumption 4. Assume $\mathbb{E} X_{i}=0$ and there exists a constant $\kappa_{\mathrm{H}}>0$ such that $\lambda_{\min }\left(\mathbb{E} \boldsymbol{H}_{n}\left(\beta^{*}\right)\right)=\lambda_{\min }\left(\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}\right) \geq \kappa_{\mathrm{H}}$.

Assumption 4 is similar to the compatibility condition in [9, 79]. It is well known that the restricted strong convexity (RSC) of the loss function underpins the statistical guarantee of the $M$-estimator [56]. In high dimensional sparse linear regression, RSC is implied by the restricted eigenvalue condition [4]. However, in generalized linear models, the Hessian matrix $\boldsymbol{H}_{n}(\beta)$ depends on $\beta$, which creates some technical difficulty of verifying RSC for the loss function. To address the issue, we need to establish local RSC (LRSC) of $\mathcal{R}_{n}(\beta)$ within a neighborhood of $\beta^{*}$, which has been shown to be sufficient for statistical guarantee of regularized $M$-estimators in the high dimensional regime [22]. The LRSC is also closely related to the quadratic margin condition in [9, 79]. It can be verified by our Assumptions 2 and 4 in every case of this paper.

Formally, we say a loss function $\mathcal{R}_{n}(\beta)$ satisfies $\operatorname{LRSC}\left(\mathcal{C}(S), \mathcal{N}, \kappa_{\mathcal{R}}, \varphi_{\mathcal{R}}\right)$ if any $\Delta \in$ $\mathcal{C}(S)$ and $\beta \in \mathcal{N}$,

$$
\begin{equation*}
\mathcal{R}_{n}(\beta+\Delta)-\mathcal{R}_{n}(\beta)-\left(\nabla \mathcal{R}_{n}(\beta)\right)^{\top} \Delta \geq \kappa_{\mathcal{R}}|\Delta|_{2}^{2}-\varphi_{\mathcal{R}} \tag{13}
\end{equation*}
$$

where $\mathcal{N}$ is a neighborhood of $\beta^{*}, \kappa_{\mathcal{R}}$ is a positive constant, $\varphi_{\mathcal{R}}$ is a small tolerance term, $\mathcal{C}(S)$ is the restricted cone for $S \subset\{1,2, \ldots, p\}$ and $|S|=s$,

$$
\begin{equation*}
\mathcal{C}(S):=\left\{\Delta \in \mathbb{R}^{p}:\left|\Delta_{S^{c}}\right|_{1} \leq 3\left|\Delta_{S}\right|_{1}\right\} \tag{14}
\end{equation*}
$$

Note that, according to [56], when $\lambda \geq 2\left|\nabla \mathcal{R}_{n}\left(\beta^{*}\right)\right|_{\infty}, \hat{\beta}-\beta^{*}$ falls in the restricted cone $\mathcal{C}(S)$.

### 3.3. Rate of convergence for the standard Lasso procedure

In this section, we present $\ell_{1}, \ell_{2}$ and $\ell_{\infty}$ bounds of the standard Lasso estimator $\hat{\beta}$ and the model selection consistency. We first establish the LRSC of Lasso method for the original time series data under the finite polynomial moment case.

Lemma 3.1. Suppose Assumptions 3 and 4 hold. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty,\left|r^{\prime \prime}(x)\right| \leq$ $M_{2}<\infty$ and $\left|r^{\prime \prime}\left(x_{1}\right)-r^{\prime \prime}\left(x_{2}\right)\right| \leq M_{3}\left|x_{1}-x_{2}\right|$ with $M_{3}<\infty$. Furthermore, assume that
$\max _{|\nu|_{2}=1} \mathbb{E}\left|X_{i}^{\top} \nu\right|^{\gamma} \leq c_{0}<\infty$ and $\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}<\infty$, where $\gamma>32 / 7, \alpha_{X}>21 / 2-8 / \gamma$. Let $\alpha_{2}=\alpha_{X} / 7-1$. Suppose

$$
\lambda \asymp a_{p, 4} \sqrt{\frac{\log p}{n}}+a_{p, 5} n^{16 /(7 \gamma)-1}(\log p)^{3 / 2}
$$

where

$$
\begin{align*}
& a_{p, 4}=\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}^{1 / 7} \max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{X}}^{2}+\max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{2}}^{2},  \tag{15}\\
& a_{p, 5}=\left\|\left|X .\left.\right|_{\infty}\left\|_{\gamma, \alpha_{X}}^{1 / 7}\right\|\right| X .\left.\right|_{\infty}\right\|_{\gamma, \alpha_{X}}^{2}+\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{2}}^{2} . \tag{16}
\end{align*}
$$

Let $\mathcal{N}=\left\{\beta \in \mathbb{R}^{p}:\left|\beta-\beta^{*}\right|_{2}^{2} \leq C_{1} s \lambda^{2}, \beta-\beta^{*} \in \mathcal{C}(S)\right\}$, where $\mathcal{C}(S)$ is defined in (14). Then, as long as $n^{2 / \gamma} \sqrt{s} \lambda+s \lambda \leq C_{L}, \mathcal{R}_{n}(\beta)$ satisfies LRSC(C $\left.(S), \mathcal{N}, \kappa_{\mathrm{H}} / 2,0\right)$ in an event with probability at least $1-C_{2}(\log p)^{-7 /(16 \gamma)}-C_{3} n^{-1}-p^{-C_{4}}$, where $C_{1}, \ldots, C_{4}>0$ are constants and $C_{L}>0$ depends on $L$.

Based on the above lemma, we can derive the statistical rate of the Lasso estimators. For any Lasso solution $\hat{\beta}$ of Equation (1), the following theorem provides the rates of convergence of $\left|\hat{\beta}-\beta^{*}\right|_{1}$ and $\left|\hat{\beta}-\beta^{*}\right|_{2}$ by the dependence adjusted norms.

Theorem 3.1. Suppose Assumptions 1, 2, 3 and 4 hold. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty$. Also assume $\max _{|\nu|_{2}=1} \mathbb{E}\left|X_{i}^{\top} \nu\right|^{\gamma} \leq c_{0}<\infty,\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}<\infty$ and $\|Y\|_{q, \alpha_{Y}}<\infty$, where $\gamma>32 / 7, q>2, \alpha_{X}>21 / 2-8 / \gamma, \alpha_{Y}>1 / 2-1 / \gamma-1 / q>0$. Let $\alpha_{1}=\min \left\{\alpha_{X}, \alpha_{Y}\right\}$ and $\alpha_{2}=\alpha_{X} / 7-1$. Define

$$
\begin{aligned}
& a_{p, 1}=\max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{1}}\|Y .\|_{q, \alpha_{1}}+\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}^{1 / 7} \max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{X}}+\max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{2}}, \\
& a_{p, 2}=\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{1}}\|Y .\|_{q, \alpha_{1}} \\
& a_{p, 3}=\left\|\left|X .\left.\right|_{\infty}\left\|_{\gamma, \alpha_{X}}^{1 / 7}\right\|\right| X .\left.\right|_{\infty}\right\|_{\gamma, \alpha_{X}}+\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{2}}
\end{aligned}
$$

Suppose that

$$
\begin{equation*}
\lambda \asymp\left(a_{p, 1}+a_{p, 4}\right) \sqrt{\frac{\log p}{n}}+\frac{a_{p, 2}(\log p)^{3 / 2}}{n^{1-1 / q-1 / \gamma}}+\frac{a_{p, 3}(\log p)^{3 / 2}}{n^{1-8 /(7 \gamma)}}+\frac{a_{p, 5}(\log p)^{3 / 2}}{n^{1-16 /(7 \gamma)}}, \tag{17}
\end{equation*}
$$

where $a_{p, 4}$ and $a_{p, 5}$ are defined in (15) and (16). Then, as long as $n^{2 / \gamma} \sqrt{s} \lambda+s \lambda \leq C_{L}$, in an event with probability at least $1-C_{1}(\log p)^{-q \gamma /(q+\gamma)}-C_{2}(\log p)^{-7 \gamma / 16}-n^{-1}-p^{-C_{3}}$,

$$
\begin{align*}
& \left|\hat{\beta}-\beta^{*}\right|_{2}^{2} \leq C_{4} s \lambda^{2}  \tag{18}\\
& \left|\hat{\beta}-\beta^{*}\right|_{1} \leq C_{5} s \lambda \tag{19}
\end{align*}
$$

where $C_{1}, \ldots, C_{5}>0$ are constants, and $C_{L}>0$ only depends on $L$.
Note that quantities $a_{p, 1}, \ldots, a_{p, 5}$ characterize the dependence adjusted norms and may depend on the dimension $p$. The temporal dependence contributes some additional
factors in the statistical error rates and in the sample size requirement. The first term in the order of $\lambda$ in (17) resembles the well known sub-Gaussian rate $\sqrt{(\log p) / n}$ in the i.i.d. case. The quantities $\alpha_{1}, \alpha_{2}, \alpha_{X}$ measure the temporal dependence strength, and the moment condition $\gamma$ quantifies the heaviness of the tail. Thus the remaining terms in (17), which are introduced by the heavy-tailedness, will induce a polynomial term of $p$ if $\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}} \asymp p^{1 / \gamma}$.

Here we assume that the short-range dependence condition holds, that is,

$$
\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}<\infty \quad \text { and } \quad\|Y .\|_{q, \alpha_{Y}}<\infty
$$

If it fails, the processes $\left(X_{i}\right)$ and $\left(Y_{i}\right)$ may exhibit some long-range dependence, and the asymptotic behavior can be quite different.

In Theorem 3.1, both $\alpha_{X}$ and $\alpha_{Y}$ control the decaying speed of the functional dependence measures. To gain more insight into the effects of temporal dependence, we provide the statistical error rates in the following proposition under the i.i.d. setting. The quantity $\lambda$ in (17) can be substantially simplified with $(\log p)^{3 / 2}$ there being replaced by $\log p$, and $a_{p, 1}, \ldots, a_{p, 5}$ replaced by the moments that do not involve temporal dependencies.

Proposition 3.1. Suppose Assumptions 1, 2, 3 and 4 hold. Assume that the observations $\left(X_{i}, Y_{i}\right)$ are i.i.d. and $\max _{|\nu|_{2}=1} \mathbb{E}\left|X_{i}^{\top} \nu\right|^{\gamma} \leq c_{0}<\infty,\left\|Y_{i}\right\|_{q}<\infty$, where $\gamma \geq 4$, $q>2$. Suppose that

$$
\begin{aligned}
& \lambda \asymp\left(\max _{j}\left\|X_{i j}\right\|_{\gamma}\left\|Y_{i}\right\|_{q}+\max _{j}\left\|X_{i j}\right\|_{\gamma}^{2}\right) \sqrt{\frac{\log p}{n}}+\frac{(\log p)\left\|\max _{j}\left|X_{i j}\right|\right\|_{\gamma}\left\|Y_{i}\right\|_{q}}{n^{1-1 / q-1 / \gamma}} \\
& \quad+\frac{(\log p)\left\|\max _{j}\left|X_{i j}\right|\right\|_{\gamma}^{2}}{n^{1-2 / \gamma}}
\end{aligned}
$$

Then, as long as $n^{2 / \gamma} \sqrt{s} \lambda+s \lambda \leq C_{0}$, in an event with probability at least $1-C_{1}(\log p)^{-\gamma / 2}-$ $C_{2}(\log p)^{-q \gamma /(q+\gamma)}-n^{-1}-p^{-\bar{C}_{3}}$, the statistical error rates in (18) and (19) continue to hold, where $C_{0}, C_{1}, C_{2}, C_{3}>0$ are constants.

Remark 3.2 (Effects of heavy-tailedness). In both Theorem 3.1 and Proposition 3.1, the tuning parameter $\lambda$ includes a polynomial term of dimension $p$ and sample size $n$, indicating how the dimension breaks down if the moment condition weakens or the dependence becomes stronger. In addition, error bounds (18) and (19) with the new rates for $\lambda$ show that the convergence rate of the estimated coefficient $\hat{\beta}$ can be much slower than that in the i.i.d. sub-Gaussian setting.

When the process $X_{i}$ has an exponential type tail bound, we verify the LRSC in the following Lemma 3.2. Differently from Theorem 3.1, sharper statistical rates of $\hat{\beta}$ are established in Theorem 3.2.

Lemma 3.2. Suppose Assumptions 3 and 4 hold. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty,\left|r^{\prime \prime}(x)\right| \leq$ $M_{2}<\infty$ and $\left|r^{\prime \prime}\left(x_{1}\right)-r^{\prime \prime}\left(x_{2}\right)\right| \leq M_{3}\left|x_{1}-x_{2}\right|$ with $M_{3}<\infty$. Furthermore, assume
$\max _{1 \leq j \leq p}\left\|X_{. j}\right\|_{\psi_{\iota}}<\infty$, and $\sup _{\gamma>1} \max _{|\theta|_{2}=1} \gamma^{-\iota}\left\|X_{i}^{\top} \theta\right\|_{\gamma} \leq c_{0}<\infty$, where $\iota>0$. Let $\mathcal{N}=\left\{\beta \in \mathbb{R}^{p}:\left|\beta-\beta^{*}\right|_{2}^{2} \leq C_{1} s \lambda^{2}, \bar{\beta}-\beta^{*} \in \mathcal{C}(S)\right\}$, where $\mathcal{C}(\bar{S})$ is defined in (14).
(i). Suppose

$$
\lambda \asymp \max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}^{3} \frac{(\log p)^{1 / 2+3 \iota}}{\sqrt{n}}
$$

Then, as long as $(\log n)^{\iota} \sqrt{s} \lambda+s \lambda \leq C_{L}, \mathcal{R}_{n}(\beta)$ satisfies $\operatorname{LRSC}\left(\mathcal{C}(S), \mathcal{N}, \kappa_{\mathrm{H}} / 2,0\right)$ in an event with probability at least $1-n^{-C_{2}}-p^{-C_{3}}$, where $C_{1}, C_{2}, C_{3}>0$ are constants and $C_{L}>0$ depends on $L$.
(ii). Assume the process $X_{i}$ also satisfies the geometric moment contraction, so that $\left\|X_{. j}\right\|_{6, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1$, and $\rho=\min _{j}\left\{\rho_{j}\right\} \in(0,1)$. Suppose

$$
\lambda \asymp \max _{j}\left\|X_{\cdot j}\right\|_{6, \mathrm{GMC}}^{3} \sqrt{\frac{\log p}{n}}+\frac{(\log p+\log n)^{1+2 \iota}}{n}
$$

Then, so long as $(\log n)^{\iota} \sqrt{s} \lambda+s \lambda \leq C_{L}, \mathcal{R}_{n}(\beta)$ satisfies $\operatorname{LRSC}\left(\mathcal{C}(S), \mathcal{N}, \kappa_{\mathrm{H}} / 2,0\right)$ in an event with probability at least $1-n^{-C_{5}}-p^{-C_{6}}$, where $C_{1}, C_{5}, C_{6}>0$ are constants and $C_{L}>0$ depends on $L$.

Theorem 3.2. Suppose Assumptions 1, 2, 3 and 4 hold. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty$. Also assume $\sup _{\gamma \geq 1} \max _{|\theta|_{2}=1} \gamma^{-\iota}\left\|X_{i}^{\top} \theta\right\|_{\gamma} \leq c_{0}<\infty, \max _{1 \leq j \leq p}\left\|X_{. j}\right\|_{\psi_{\iota}}<\infty, \| Y$. $\|_{\psi_{\nu}}<\infty$, where $\iota, \nu>\overline{0}$.
(i). Suppose

$$
\begin{equation*}
\lambda \asymp \max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}\left\|Y_{.}\right\|_{\psi_{\nu}} \frac{(\log p)^{1 / 2+\nu+\iota}}{\sqrt{n}}+\max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}^{3} \frac{(\log p)^{1 / 2+3 \iota}}{\sqrt{n}} \tag{20}
\end{equation*}
$$

Then, so long as $(\log n)^{\iota} \sqrt{s} \lambda+s \lambda \leq C_{L}$, in an event with probability at least $1-n^{-C_{1}}-$ $p^{-C_{2}}$, we have

$$
\begin{align*}
& \left|\hat{\beta}-\beta^{*}\right|_{2}^{2} \leq C_{3} s \lambda^{2}  \tag{21}\\
& \left|\hat{\beta}-\beta^{*}\right|_{1} \leq C_{4} s \lambda \tag{22}
\end{align*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4}>0$ are constants, and $C_{L}>0$ only depends on $L$.
(ii). Assume the processes $X_{i}$ and $Y_{i}$ also satisfy geometric moment contraction, so that $\left\|X_{. j}\right\|_{6, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1,\|Y .\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{y}<1$, and $\rho=\min \left\{\rho_{j}, \rho_{y}\right\} \in(0,1)$. Suppose

$$
\begin{gather*}
\lambda \asymp\left(\max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\|Y .\|_{4, \mathrm{GMC}}+\max _{j}\left\|X_{. j}\right\|_{6, \mathrm{GMC}}^{3}\right) \sqrt{\frac{\log p}{n}} \\
+\frac{(\log p+\log n)^{1+\iota+\nu}}{n}+\frac{(\log p+\log n)^{1+2 \iota}}{n} \tag{23}
\end{gather*}
$$

Then, as long as $(\log n)^{\iota} \sqrt{s} \lambda+s \lambda \leq C_{L}$, in an event with probability at least $1-n^{-C_{1}}-$ $p^{-C_{2}}$,

$$
\begin{align*}
& \left|\hat{\beta}-\beta^{*}\right|_{2}^{2} \leq C_{3} s \lambda^{2}  \tag{24}\\
& \left|\hat{\beta}-\beta^{*}\right|_{1} \leq C_{4} s \lambda \tag{25}
\end{align*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4}>0$ are constants, and $C_{L}>0$ only depends on $L$.
Theorem 3.2 describes how the rate of convergence depends on the sample size $n$, the dimension $p$, and the dependence adjusted norms which are characterized by $\iota$ and $\nu$. It suggests that, under the short-range dependence with exponential moment conditions, we can take $\lambda \asymp(\log p)^{c_{1}} / n^{c_{2}}$ for some positive constants $c_{1}, c_{2}$ and $c_{1}<c_{2}$. Based on the scaling condition $(\log n)^{\iota} \sqrt{s} \lambda+s \lambda \leq C_{L}, p$ is allowed to be of ultra high dimension in that $\exp \left(n^{c}\right)$ for some $0<c<1$.

Remark 3.3. In the setting of Theorem 3.2(ii), besides exponential moment, we also assume $X_{i}$ and $Y_{i}$ are weakly dependent and satisfy the geometric moment contraction, which is defined in (10). In other words, if $X_{i}$ and $Y_{i}$ have exponentially decay speed of the functional dependence measures, then, a sharper convergence rate of $\hat{\beta}$ can be achieved. In the order of the tuning parameter $\lambda$ in (23), $\max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\|Y\|_{4, \mathrm{GMC}}+$ $\max _{j}\left\|X_{. j}\right\|_{6, \mathrm{GMC}}^{3}$ contributes some additional dependence adjusted norm terms. Meanwhile, the term 1 in the power of the terms $(\log p+\log n)^{1+\iota+\nu}+(\log p+\log n)^{1+2 \iota}$ is introduced by the geometric moment contraction. The following Proposition 3.2 shows the results in the case that the observations $\left(X_{i}, Y_{i}\right)$ are i.i.d. and have exponential tail bounds.

Proposition 3.2. Suppose Assumptions 1, 2, 3 and 4 hold. Assume that the observations $\left(X_{i}, Y_{i}\right)$ are i.i.d. and $\sup _{\gamma \geq 1} \max _{|\theta|_{2}=1} \gamma^{-\iota}\left\|X_{i}^{\top} \theta\right\|_{\gamma} \leq c_{0}<\infty$, $\sup _{q \geq 1} q^{-\nu}\left\|Y_{i}\right\|_{q} \leq$ $c_{0}<\infty$, where $\iota, \nu>0$. Suppose that

$$
\lambda \asymp \sqrt{\frac{\log p}{n}}+\frac{(\log p+\log n)^{\iota+\nu}}{n}+\frac{(\log p+\log n)^{2 \iota}}{n} .
$$

Then, as long as $(\log n)^{\iota} \sqrt{s} \lambda+s \lambda \leq C_{0}$, in an event with probability at least $1-n^{-C_{1}}-$ $p^{-C_{2}}$, (24) and (25) continue to hold, where $C_{0}, C_{1}, C_{2}>0$ are constants.

Again, both Theorem 3.2 and Proposition 3.2 show that the range of dimension $p$ is narrower than the range $\log (p)=o(n)$ in the i.i.d. sub-Gaussian setting, and the convergence rates of the estimated coefficient $\hat{\beta}$ are also slower.

Theorems 3.1 and 3.2 also lead to the following result on the $\ell_{\infty}$ bound of $\hat{\beta}$ and support recovery.

Corollary 3.1. Let $H\left(\beta^{*}\right)=\mathbb{E} H_{n}\left(\beta^{*}\right)$. Suppose the following incoherence condition holds

$$
\left\|H\left(\beta^{*}\right)_{S^{c} S}\left(H\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \leq \eta<1,
$$

where $\|\cdot\|_{\infty}$ denotes the $\ell_{\infty}$ matrix operator norm. Further, suppose the conditions of Theorem 3.1 (resp. Theorem 3.2(i) or $3.2(i i)$ ) are satisfied. Then, as long as $n^{2 / \gamma} s \lambda+$ $s^{3 / 2} \lambda \leq C_{L}\left(\right.$ resp. $\left.(\log n)^{\iota} s \lambda+s^{3 / 2} \lambda \leq C_{L}\right)$, in an event with probability at least $1-$ $C_{1}(\log p)^{-\chi}-C_{2}(\log p)^{-7 \gamma / 16}-n^{-1}-p^{-C_{3}}\left(\right.$ resp. $\left.1-n^{-C_{1}}-p^{-C_{2}}\right)$, we have $\hat{\beta}_{S^{c}}=0$ and

$$
\left|\hat{\beta}-\beta^{*}\right|_{\infty} \leq C_{0}\left\|\left(H\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \lambda,
$$

where $C_{0}, \ldots, C_{3}>0, C_{L}>0$ depends on $L$, $\lambda$ is defined in (17) (resp. (20) or (23)).
Similarly to Corollary 3 in [46], the required scaling condition for support recovery would be stronger than that for Theorem 3.1 or Theorem 3.2. It is also worth noting that the incoherence condition in Corollary 3.1 can be removed by using various non-convex regularizers, as shown in [46].

Remark 3.4. For i.i.d. data, the asymptotic behavior of Lasso estimator for GLM was studied in [79]. Many other papers investigated high dimensional robust M-estimator, such as [21] and [45]. A key technique used in these articles is Massarts inequality [50], Bousquet's inequality [6] or other similar inequalities for empirical process. These inequalities cannot be directly used for serially dependent data. It is noteworthy that the proofs of Theorem 3.1 and 3.2 require new concentration inequalities for high dimensional time series. We establish Bousquet-type inequality for time dependent data, which is shown in the supplementary material.

Remark 3.5. The setting in our Theorems 3.1 and 3.2 is very general as it allows dependent and/or non sub-Gaussian processes and it also allows heteroscedasticity in that the error process and the covariate process can be dependent. Comparing with the conditions in the i.i.d setting (Propositions 3.1 and 3.2), our Theorems 3.1 and 3.2 require an additional condition $\left|\beta^{*}\right| \leq L<\infty$ to derive functional dependence measures for temporal dependent processes.

### 3.4. Rate of convergence for the robust procedure

To tackle the problem of heavy-tailed data, we propose to use the robust regularization method in Section 2.2, and analyze the robust estimator in this section. Under similar assumptions, we establish LRSC of the proposed robust procedure.

Lemma 3.3. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty,\left|r^{\prime \prime}(x)\right| \leq M_{2}<\infty$ and $\left|r^{\prime \prime}\left(x_{1}\right)-r^{\prime \prime}\left(x_{2}\right)\right| \leq$ $M_{3}\left|x_{1}-x_{2}\right|$ with $M_{3}<\infty$. Also assume $\mathbb{E} X_{i j}^{6} \leq C<\infty$, for any $1 \leq j \leq p$,
$\max _{|\nu|_{2}=1} \mathbb{E}\left|X_{i}^{\top} \nu\right|^{2} \leq c_{0}<\infty,\left\|X_{. j}\right\|_{6, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1$, and $\rho=\min _{j} \rho_{j} \in(0,1)$. Suppose $\lambda \asymp(\log n) \sqrt{(\log p) / n}$ and $\tau \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$. Let $\mathcal{N}=\left\{\beta \in \mathbb{R}^{p}:\left|\beta-\beta^{*}\right|_{2}^{2} \leq C_{1} s \lambda^{2}, \beta-\beta^{*} \in \mathcal{C}(S)\right\}$, where $\mathcal{C}(S)$ is defined in (14). Then, as long as $s^{2}(\log n)(\log p / n)^{1 / 2} \leq C_{2}, \mathcal{R}_{n}(\beta)$ satisfies LRSC $\left(\mathcal{C}(S), \mathcal{N}, \kappa_{\mathrm{H}} / 2,0\right)$ in an event with probability at least $1-p^{-C_{3}}$, where $C_{1}$ and $C_{2}$ are positive constants and $C_{3}>0$ depends on $L, \rho$, and $\max _{j}\left\|X_{. j}\right\|_{6, \mathrm{GMC}}$.

The next theorem shows the rate of convergence of $\left|\hat{\beta}-\beta^{*}\right|_{1}$ and $\left|\hat{\beta}-\beta^{*}\right|_{2}$ by the dependence adjusted norms. In Theorem 3.3, the response is generated from a particular distribution in the exponential family. Therefore, there does not exist any model misspecification issue, and the response has sub-exponential tails.

Theorem 3.3. Suppose Assumptions 1, 2, 3 and 4 hold. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty$. Also assume $\mathbb{E} X_{i j}^{6} \leq C<\infty$, for any $1 \leq j \leq p$, $\max _{|\nu|_{2}=1} \mathbb{E}\left|X_{i}^{\top} \nu\right|^{2} \leq c_{0}<\infty$, and $\mathbb{E} Y_{i}^{4} \leq C<\infty$. Let $\left\|X_{. j}\right\|_{6, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1,\|Y\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{y}<1,\|Y\|_{\psi_{\nu}}<\infty$ for $\nu>0$, and $\rho=\min \left\{\rho_{j}, \rho_{y}\right\} \in(0,1)$. Choose $\tau \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$, and $\lambda=C_{1}(\log n) \sqrt{(\log p) / n}$. Then, as long as $(\log n)^{2 \nu+1}(\log p / n)^{1 / 2}+s^{2}(\log n)(\log p / n)^{1 / 2} \leq C_{2}$, in an event with probability at least $1-n^{-C_{3}}-p^{-C_{4}}$,

$$
\begin{align*}
& \left|\hat{\beta}-\beta^{*}\right|_{2}^{2} \leq C_{5} s\left(\frac{(\log n)^{2} \log p}{n}\right)  \tag{26}\\
& \left|\hat{\beta}-\beta^{*}\right|_{1} \leq C_{6} s\left(\frac{(\log n)^{2} \log p}{n}\right)^{1 / 2} \tag{27}
\end{align*}
$$

where $C_{1}, \ldots, C_{6}>0$ are constants depending on $L, \rho, \max _{1 \leq j \leq p}\left\|X_{. j}\right\|_{6, \mathrm{GMC}}$ and $\|Y .\|_{4, \mathrm{GMC}}$.
Corollary 3.2. If $\max _{i}\left|Y_{i}\right|<C<\infty$, such as categorical variables, then, as long as $s^{2}(\log n)(\log p / n)^{1 / 2} \leq C_{2}$, in an event with probability at least $1-p^{-C_{4}}$, the upper bounds (26) and (27) hold.

Corollary 3.3. Let $H\left(\beta^{*}\right)=\mathbb{E} H_{n}\left(\beta^{*}\right)$. Suppose the following incoherence condition holds

$$
\left\|H\left(\beta^{*}\right)_{S^{c} S}\left(H\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \leq \eta<1
$$

Also, suppose the conditions of Theorem 3.3 are satisfied. Choose $\lambda=C_{1}(\log n) \sqrt{(\log p) / n}$ and $\tau \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$. Then, as long as $(\log n)^{2 \nu+1}(\log p / n)^{1 / 2}+s^{3}(\log n)(\log p / n)^{1 / 2} \leq C_{2}$, in an event with probability at least $1-n^{-C_{3}}-p^{-C_{4}}$, we have $\hat{\beta}_{S^{c}}=0$ and

$$
\left|\hat{\beta}-\beta^{*}\right|_{\infty} \leq C_{0}\left\|\left(H\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty}(\log n) \sqrt{(\log p) / n}
$$

where $C_{0}, \ldots, C_{4}>0$ and depend on $L, \rho, \max _{1 \leq j \leq p}\left\|X_{. j}\right\|_{6, \mathrm{GMC}}$ and $\|Y\|_{4, \mathrm{GMC}}$.

Theorem 3.3 indicates that the robust estimator admits nearly the same rate as that of the i.i.d. sub-Gaussian setting. It is much sharper than the deviation bounds in Theorem 3.1 under finite dependence adjusted norms, which will include a polynomial term of $p$ if $\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}} \asymp p^{1 / \gamma}$. In comparison with the robust procedure in the i.i.d. case, we have an additional $\log n$ factor when the result is generalized to the time series setting. Under the scaling condition $(\log n)^{2 \nu+1}(\log p / n)^{1 / 2}+s^{2}(\log n)(\log p / n)^{1 / 2} \leq C_{2}$, our robust regularization method in (6) can handle the ultra high dimension case with $\log p=$ $o\left(s^{-4}(\log n)^{-2} n+(\log n)^{-4 \nu-2} n\right)$, which is much wider than the range of Theorem 3.1, which only allows a polynomial increase with $n$. In the robust procedure, the order of $\tau$ is not related to the finite moment condition. Only the constant term of $\tau$ should be adapted to the degree of heavy-tailedness. Comparing Corollary 3.3 with Corollary 3.1 , the support recovery guarantee and the $\ell_{\infty}$ bound are also improved by the robust procedure.

Remark 3.6. The requirement of geometric moment contraction (exponentially decaying dependence measure) is needed. In the high dimensional setting, concentration inequalities are the cornerstone for theoretical analysis. [13] showed that exponential decay bounds for large deviation type tail probabilities do not hold generally with polynomial decaying functional dependence measures as defined in (9), i.e. $\sum_{i=m}^{\infty} \delta_{i, q, j}=O\left(m^{-\alpha}\right)$, even if the process is uniformly bounded. In other words, if the temporal dependence is not very weak, any robust regularized $M$-estimators for observations with finite moments are not able to achieve statistical error rates close to the optimal rates under the i.i.d. sub-Gaussian case, and can only handle the dimensionality $p=o\left(n^{c}\right)$ for some $c>0$. This is significantly different from the low dimensional $M$-estimates, where polynomial decaying dependence measures and even long-range dependent process can be applied; see for example [83].

## 4. Linear Regression

Robust estimation of linear regression can be regarded as a generalized linear model with quadratic loss. In this special case, although the first derivative of the loss function is not bounded, we still have an explicit concentration result for our robust estimator. Consider the usual linear regression setup for the response variable $Y_{i}$ and the covariate vector $X_{i}$,

$$
\begin{equation*}
Y_{i}=X_{i}^{\top} \beta^{*}+e_{i}, \tag{28}
\end{equation*}
$$

where $\beta^{*} \in \mathbb{R}^{p}$ is the unknown parameter vector to be estimated and $e_{i}$ is the error term. Let the loss function $R\left(f_{\beta}\left(X_{i}\right), Y_{i}\right)=\left(Y_{i}-f_{\beta}\left(X_{i}\right)\right)^{2} / 2$. Differently from Theorem 3.3 in Section 3, if the error has heavy tails, the response $Y_{i}$ also has heavy tails. This motivates us to truncate both the heavy tailed covariates $X_{i}$ and the response $Y_{i}$ under the $\ell_{2}$ loss. Then, similarly to (6), we propose to use the following $M$-estimator of $\beta^{*}$
with the generalized $\ell_{2}$ loss to robustify the estimation:

$$
\begin{equation*}
\hat{\beta}:=\arg \min _{\beta}\left\{\frac{1}{2 n} \sum_{i=1}^{n}\left(\widetilde{Y}_{i}-f_{\beta}\left(\widetilde{X}_{i}\right)\right)^{2}+\lambda|\beta|_{1}\right\} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\beta}\left(\widetilde{X}_{i}\right)=\tilde{X}_{i}^{\top} \beta \tag{30}
\end{equation*}
$$

Here, we choose $\widetilde{Y}_{i}=\widetilde{Y}_{i}\left(\tau_{1}\right)=\operatorname{sgn}\left(Y_{i}\right)\left(\left|Y_{i}\right| \wedge \tau_{1}\right)$ and $\widetilde{X}_{i j}=\operatorname{sgn}\left(X_{i j}\right)\left(\left|X_{i j}\right| \wedge \tau_{2}\right)$ for all $1 \leq j \leq p$, where both $\tau_{1}$ and $\tau_{2}$ are predetermined thresholds.

To be solvable in the high dimensional regression setting, $\beta^{*}$ is usually assumed to be sparse or weakly sparse, i.e., many elements of $\beta^{*}$ are 0 or small. In particular, we impose the following weak sparsity condition and a condition on the covariance matrix of the covariates.

Assumption 5. (Weak Sparsity Condition). There exits some $0 \leq \vartheta<1$, with $a$ uniform radius $K_{\vartheta}$, such that

$$
\begin{equation*}
\sum_{j=1}^{p}\left|\beta_{j}^{*}\right|^{\vartheta} \leq K_{\vartheta} \tag{31}
\end{equation*}
$$

Note that $K_{\vartheta}$ might depend on $n$ and $p$. In the special case $\vartheta=0$, this quantity corresponds to an exact sparsity constraint-that is, $\beta^{*}$ has at most $K_{0}$ nonzero entries.

Assumption 6. Suppose $\mathbb{E} X_{i}=0$ and there exists a constant $\kappa_{0}>0$ such that $\lambda_{\min }\left(\mathbb{E} X_{i} X_{i}^{\top}\right) \geq \kappa_{0}$.

To derive the statistical error rate of $\hat{\beta}$, we establish, in the following lemma, the restricted strong convexity of the robust procedure.

Lemma 4.1. Assume $\mathbb{E} X_{i j}^{4} \leq C<\infty$, for any $1 \leq j \leq p$. Let $\left\|X_{. j}\right\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1$. Choose $\tau_{2} \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$. Then, for some constants $C_{1}, C_{2}>0$, which only depend on $\min _{j} \rho_{j}$ and $\max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}$, we have

$$
\begin{equation*}
\mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} \beta^{\top} \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \beta \geq \beta^{\top}\left(\mathbb{E} X_{i} X_{i}^{\top}\right) \beta-C_{1}(\log n) \sqrt{\frac{\log p}{n}}|\beta|_{1}^{2}, \quad \forall \beta \in \mathbb{R}^{p}\right) \leq p^{-C_{2}} \tag{32}
\end{equation*}
$$

Finally, in the following Theorem 4.1, we present the statistical error rate of $\hat{\beta}$ as defined in (29). We show that $\left|\hat{\beta}-\beta^{*}\right|_{2}$ and $\left|\hat{\beta}-\beta^{*}\right|_{1}$ are upper bounded by nearly optimal rates under light tails and i.i.d. data so long as the tuning parameters $\tau_{1}, \tau_{2}$ and $\lambda$ are properly chosen. Corollary 4.1 concerns support recovery and $\ell_{\infty}$ bounds.

Theorem 4.1. Suppose Assumptions 5 and 6 hold. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty$. Also assume $\max _{j} \mathbb{E} X_{i j}^{4} \leq C<\infty$ and $\mathbb{E} Y_{i}^{4} \leq C<\infty$. Let $\left\|X_{. j}\right\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1, \| Y$. $\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{y}<1$, and $\rho=\min \left\{\rho_{j}, \rho_{y}\right\} \in(0,1)$. Choose $\tau_{1} \asymp \tau_{2} \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$ and $\lambda=C_{1}(\log n) \sqrt{(\log p) / n}$. Then, as long as $K_{\vartheta}\left[(\log n)^{2}(\log p) / n\right]^{(1-\vartheta) / 2} \leq C_{2}$, we have, in an event with probability at least $1-p^{-C_{3}}$,

$$
\begin{align*}
& \left|\hat{\beta}-\beta^{*}\right|_{2}^{2} \leq C_{4} K_{\vartheta}\left(\frac{(\log n)^{2} \log p}{n}\right)^{1-\vartheta / 2}  \tag{33}\\
& \left|\hat{\beta}-\beta^{*}\right|_{1} \leq C_{5} K_{\vartheta}\left(\frac{(\log n)^{2} \log p}{n}\right)^{(1-\vartheta) / 2} \tag{34}
\end{align*}
$$

where $C_{1}, \ldots, C_{5}>0$ depend on $L, \rho, \max _{1 \leq j \leq p}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}$ and $\|Y\|_{4, \mathrm{GMC}}$.
Corollary 4.1. Consider the exact sparsity case with $K_{0}=s$. Let $\Sigma=\mathbb{E}\left(X_{i} X_{i}^{\top}\right)$. Suppose the following incoherence condition holds

$$
\left\|\Sigma_{S^{c} S}\left(\Sigma_{S S}\right)^{-1}\right\|_{\infty} \leq \eta<1
$$

Suppose also the conditions of Theorem 4.1 are satisfied. Choose $\lambda=C_{1}(\log n) \sqrt{(\log p) / n}$ and $\tau_{1} \asymp \tau_{2} \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$. Then, as long as $s\left[(\log n)^{2}(\log p) / n\right]^{1 / 2} \leq C_{2}$, in an event with probability at least $1-p^{-C_{3}}$, we have $\hat{\beta}_{S^{c}}=0$ and

$$
\left|\hat{\beta}-\beta^{*}\right|_{\infty} \leq C_{0}\left\|\left(\Sigma_{S S}\right)^{-1}\right\|_{\infty}(\log n) \sqrt{(\log p) / n}
$$

where $C_{0}, \ldots, C_{3}>0$ depend on $L, \rho, \max _{1 \leq j \leq p}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}$ and $\|Y\|_{4, \mathrm{GMC}}$.
Theorem 4.1 reveals that $\left|\hat{\beta}-\beta^{*}\right|_{2}$ has a convergence rate $K_{\vartheta}^{1 / 2}\left[(\log n)^{2}(\log p) / n\right]^{1 / 2-\vartheta / 4}$. In comparison with the optimal rate for weak sparsity models under light tails and i.i.d data setting [64], our result concerns high dimensional time series and relaxes the Gaussian/sub-Gaussian assumption to the existence of finite moments at the minor cost of a logarithmic factor of $n$ in the convergence rate. In a special case that $\vartheta=0$, $\left|\hat{\beta}-\beta^{*}\right|_{2}$ converges at the rate $K_{0}^{1 / 2}(\log n)((\log p) / n)^{1 / 2}$, where $K_{0}$ is the number of non-zero elements of $\beta^{*}$. It suggests that our robust method does not lose much information for heavy-tailed data with exponentially decaying functional dependence measures. In addition, to achieve the desired statistical rate, we need the scaling condition $K_{\vartheta}(\log n)(\log p / n)^{(1-\vartheta) / 2} \leq c_{2}$, which also includes an additional $\log n$ factor.

Remark 4.1. Theorem 2 in [23] studied robust linear regression in the i.i.d. case and suggested $\lambda \asymp \sqrt{\log p / n}$ to achieve the minimax optimal rate for $\hat{\beta}$. In comparison, there is an additional multiplicative $\log n$ term in the order of $\lambda$ and also the convergence rates for the dependent case, which is induced by the additional order $(\log n)^{2}$ in the Bernstein-type inequality under geometric moment contraction (see the supplementary materials), which serves as the main technical tool. To the best of our knowledge,
the sharpest available Bernstein-type inequalities for weakly dependent random variables without any structural assumptions (such as linear process) involve additional $\log n$ terms [53, 88].

## 5. Simulation Study

In this section, we expound upon some concrete instances of our theoretical results and provide some simulation results. We assess the finite sample performance of the robust procedure and compare it with the standard Lasso procedure in logistic regression and linear regression. The implementation of our robust procedure is simple: truncate or shrink the data appropriately, then apply the standard procedure to the transformed data. The simulation results are based on 5000 independent Monte Carlo replications. We select the optimal values of tuning parameters $\lambda$ and $\tau$ by a two dimensional grid search using Bayesian information criterion. It is worth noting that the robust crossvalidation proposed in [23] can also be used by replacing the $K$-fold cross-validation with time series rolling forecast.

We first specify the parameters of the logistic regression. We generate data from independent $\operatorname{AR}(1)$ processes, say

$$
\begin{equation*}
Z_{i j}=\phi_{j} Z_{i-1, j}+\xi_{i j}, \quad 1 \leq j \leq p \tag{35}
\end{equation*}
$$

where $\phi_{j} \sim U[0.2,0.6]$ or $\phi_{j} \sim U[-0.6,-0.2]$, and the innovations $a_{i j}$ is given below. To generate cross-dependence, let

$$
\Sigma=\left(\sigma_{j k}\right)=\left(\rho^{|j-k|}\right), \quad 0<\rho<1
$$

and $\Sigma^{1 / 2}$ be the square-root matrix of $\Sigma$. We use $X_{i}=\Sigma^{1 / 2} Z_{i}, 1 \leq i \leq n$, where $Z_{i}=\left(Z_{i 1}, \ldots, Z_{i p}\right)^{\prime}$. We choose the true regression coefficient vector as

$$
\beta^{*}=(3, \ldots, 3,0, \ldots, 0)^{\prime}
$$

where the first 20 elements are all 3 and the rest are all 0 . Let $\theta_{i}=1 /\left(1+\exp \left(-X_{i}^{\prime} \beta^{*}\right)\right)$ be the probability of success of the Bernoulli distribution of $Y_{i}$. Thus, $Y_{i}$ is a random draw from Bernoulli $\left(\theta_{i}\right)$. We run the simulations for sample sizes $n=200,300,400,500,800$, $1000,2000,3000$, and choose the number of parameters $p$ to be 400, dependence parameter $\rho=0.5$. For each case, additional 500 observations are generated and used for out-ofsample predictions. To entertain various shapes of covariate distributions, we consider the following two scenarios for $\xi_{i j}$ of (35):

1. $\xi_{i j}=0.1 t_{5}$, i.e. the Student- $t$ distribution with 5 degrees of freedom divided by 10 ;
2. $\xi_{i j}=0.2 \log \operatorname{Normal}\left(0,0.5^{2}\right)$, i.e. a log-normal distribution with parameters 0 and $0.25^{2}$ divided by 5 .

They represent heavy-tailed symmetric and asymmetric distributions, respectively. To meet the model assumptions, the covariates are standardized to have mean 0 . The constants used are chosen to ensure appropriate signal-to-noise ratio and $\theta_{i}$ not trivially
equals to either 0 or 1 for better presentation. The numerical performance of the robust procedure and standard Lasso procedure under the two scenarios is evaluated by the following five measurements.

1. $\ell_{2}$ error, which is defined as $\left|\hat{\beta}-\beta^{*}\right|_{2}$;
2. $\ell_{1}$ error, which is defined as $\left|\hat{\beta}-\beta^{*}\right|_{1}$;
3. the number of false positive results, FP, which is the number of noise covariates that are selected;
4. the number of false negative results, FN, which is the number of signal covariates that are not selected;
5. one-step-ahead forecast errors of a total of 500 out-of-sample observations, FE, which is the misclassification rate.
For the robust Lasso, we choose the optimal tuning parameters $\lambda$ and $\tau$ on the basis of 100 independent validation data sets. For each case, we run a two-dimensional grid search to find the best $(\lambda, \tau)$ pair that minimizes the misclassification rate of the 100 validation data sets. Then the optimal pair is used in the simulation. Similar methods are applied in choosing the tuning optimal parameters in other models. The means, over 5000 repetitions, of the five performance measures are summarized in Table 1.

The results of Table 1 show that our robust Lasso method has certain advantages over the standard Lasso method when the covariates are heavy-tailed. The results are in agreement with the theorems. As the sample size increases, the performance measures improve. In both symmetric and asymmetric covariates cases, our robust method has smaller $\ell_{1}$ and $\ell_{2}$ errors. The advantage of the proposed robust method is more pronounced when the sample size is large. In addition, FP increases slightly with the sample size $n$, but FN approaches zero as $n$ increases.

We also investigate the empirical properties of the proposed method in linear regression. We again generate data from independent $\operatorname{AR}(1)$ model (35). Analogously to the logistic regression, we set $X_{i}=\Sigma^{1 / 2} Z_{i}$. For response, we generate time series process $Y_{i}$ from the model,

$$
\begin{equation*}
Y_{i}=X_{i}^{\prime} \beta^{*}+e_{i} \tag{36}
\end{equation*}
$$

where $e_{i}$ is given below. The following two scenarios for $\xi_{i j}$ are considered:

1. the Student- $t$ distribution with 5 degrees of freedom, $t_{5}$;
2. a log-normal distribution with parameters 0 and $0.25^{2}$, $\operatorname{logNormal}\left(0,0.25^{2}\right)$.

For the distribution of error $e_{i}$, we choose:

1. $e_{t}=20 t_{3}$, i.e. a Student- $t$ distribution with 3 degrees of freedom multiplied by 20 , the standard deviation of which is about 34.64 ;
2. $e_{t}=20 \log \operatorname{Normal}\left(0,0.5^{2}\right)$, i.e. a log-normal distribution with parameters 0 and $0.5^{2}$ times 20 , the standard deviation of which is about 12.08.

Again, the covariates and the errors are standardized to have mean 0 , and the constants used are chosen to ensure appropriate signal-to-noise ratio for better presentation. We set

Table 1. Simulation results of Lasso and robust Lasso (RLasso) for logistic regression ( $p=400, \rho=0.5$ ), where $n$ is the sample size. The results are averages over 5000 replications.

| $n$ | Scenario | Student $t_{5}$ |  | LogNormal(0, 0.25) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lasso | RLasso | Lasso | RLasso |
| 200 | $\ell_{2}$ loss | 11.53 | 11.32 | 11.59 | 11.39 |
|  | $\ell_{1}$ loss | 50.14 | 48.38 | 50.30 | 48.60 |
|  | FP | 0.96 | 0.88 | 0.88 | 0.79 |
|  | FN | 11.30 | 10.85 | 11.84 | 11.41 |
|  | FE | 28.11\% | $27.24 \%$ | 29.08\% | 28.50\% |
| 300 | $\ell_{2}$ loss | 10.22 | 9.85 | 10.28 | 9.94 |
|  | $\ell_{1}$ loss | 43.69 | 40.89 | 43.80 | 41.15 |
|  | FP | 1.69 | 1.51 | 1.61 | 1.44 |
|  | FN | 5.98 | 5.37 | 6.59 | 5.92 |
|  | FE | 22.02\% | 20.82\% | 23.09\% | 22.00\% |
| 400 | $\ell_{2}$ loss | 9.46 | 8.95 | 9.48 | 9.05 |
|  | $\ell_{1}$ loss | 40.21 | 36.62 | 40.10 | 36.85 |
|  | FP | 2.28 | 2.04 | 2.24 | 1.97 |
|  | FN | 3.53 | 3.08 | 4.08 | 3.44 |
|  | FE | 20.33\% | 19.24\% | 21.34\% | 20.23\% |
| 500 | $\ell_{2}$ loss | 8.87 | 8.28 | 8.88 | 8.34 |
|  | $\ell_{1}$ loss | 37.56 | 33.51 | 37.38 | 33.61 |
|  | FP | 2.64 | 2.32 | 2.54 | 2.23 |
|  | FN | 2.23 | 1.84 | 2.66 | 2.14 |
|  | FE | 19.44\% | 18.37\% | 20.40\% | 19.33\% |
| 800 | $\ell_{2}$ loss | 7.66 | 6.82 | 7.67 | 6.93 |
|  | $\ell_{1}$ loss | 32.39 | 27.29 | 32.15 | 27.52 |
|  | FP | 3.28 | 2.94 | 3.12 | 2.71 |
|  | FN | 0.56 | 0.41 | 0.79 | 0.53 |
|  | FE | 18.18\% | 17.17\% | 19.22\% | 18.13\% |
| 1000 | $\ell_{2}$ loss | 7.15 | 6.20 | 7.11 | 6.26 |
|  | $\ell_{1}$ loss | 30.27 | 24.71 | 29.85 | 24.82 |
|  | FP | 3.49 | 3.13 | 3.38 | 2.96 |
|  | FN | 0.24 | 0.17 | 0.35 | 0.22 |
|  | FE | 17.83\% | 16.82\% | 18.83\% | 17.77\% |
| 2000 | $\ell_{2}$ loss | 5.67 | 4.42 | 5.61 | 4.43 |
|  | $\ell_{1}$ loss | 24.15 | 17.48 | 23.69 | 17.51 |
|  | FP | 3.82 | 3.50 | 3.69 | 3.34 |
|  | FN | 0.0018 | 0.0008 | 0.0060 | 0.0014 |
|  | FE | 17.19\% | 16.22\% | 18.12\% | 17.05\% |
| 3000 | $\ell_{2}$ loss | 4.92 | 3.53 | 4.84 | 3.52 |
|  | $\ell_{1}$ loss | 21.07 | 13.87 | 20.50 | 13.90 |
|  | FP | 3.90 | 3.56 | 3.79 | 3.41 |
|  | FN | 0 | 0 | 0 | 0 |
|  | FE | 16.94\% | 15.98\% | 17.97\% | 16.93\% |

$n=50,100,200,300,400,800,1000,2000$, and use the root mean squared forecast error (RMSE) to measure one-step-ahead forecasts of a total of 200 out-of-sample predictions. The results are reported in Table 2.

The results of Table 2 are also in agreement with the theorem. In particular, as expected, the RMSE approaches the standard deviation of $e_{i}$ as the sample size increases. In general, similarly to the logistic regression, the robust estimator outperforms the nonrobust one. This is particularly so for the case of heavy-tailed noises $e_{i} \sim 20 t_{3}$. But as the sample size increases, the difference between the robust procedure and the standard procedure gradually decreases. The out-of-sample predictions seem to work well when the sample size $n \geq p$. For log-normal errors, FN seems to be higher than FP. Both are sizable when the sample size is small.

In conclusion, our robust method is more flexible than the standard Lasso. The above two simultation studies show clearly that the robust procedure outperforms the standard procedure under the setting with heavy-tailed covariates and errors. The truncation parameter enables the robust method to render consistently satisfactory results under all scenarios considered in our simulation.

Next, we assess the sensitivity of the robust procedures in linear regression with respect to the thresholds $\tau_{1}$ and $\tau_{2}$. We use the same model setting as before for (36), and consider a heavy-tail case with $t_{5}$ features and $t_{3}$ noises, and a light-tail case with normally distributed covariates and noises. We set $n=100,800, p=400$, and choose different quantiles of the feature values and responses as the thresholds $\tau_{1}, \tau_{2}$. Table 3 shows the $\ell_{2}$ and $\ell_{1}$ loss of the estimated coefficients $\hat{\beta}$ using different values of threshold $\tau_{1}, \tau_{2}$ over 1000 replications. When $\tau_{1}$ and $\tau_{2}$ are set to be the $100 \%$ quantile, the procedure becomes the original Lasso method without any shrinkage. For the heavy-tail setting, our robust procedure has smaller $\ell_{2}$ and $\ell_{1}$ estimation error than the vanilla Lasso method in all cases. For the light-tail setting, our shrinkage method loses some efficiency on $\ell_{2}$ and $\ell_{1}$ estimation error. Moreover, if $\tau_{1}, \tau_{2}$ are set to be above the $90 \%$ quantiles of the original feature values and responses, the difference between robust and non-robust methods in terms of estimation error is less than $2 \%$.

Finally, we compare our proposed truncation method with the standard method under different degrees of the cross-sectional dependence of the covariates. The setup is the same as that used before in (36). We choose $n=200, p=400$, but vary $\rho=0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,0.98$. The numerical result is based on 1000 independent Monte Carlo experiments. It can be seen from Table 4 that the proposed truncation method shows significant improvement in the statistical performance over the standard method in all cases of $\rho$. In addition, the differences in $\ell_{2}$ and $\ell_{1}$ loss for different values of $\rho$ are minor. Note that the condition number of the population covariance increases as $\rho$ grows, but is not too large.

## 6. Discussion

In this paper, we first established the statistical error bounds and the support recovery guarantees of high dimensional generalized linear models in time series setting. Both finite

Table 2. Simulation results of Lasso and robust Lasso (RLasso) for linear regression ( $p=400, \rho=0.5$ ), where $n$ is the sample size and the results are averages over 5000 replications

| $n$ | Scenario | Student $t$ |  | LogNormal |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lasso | RLasso | Lasso | RLasso |
| 50 | $\ell_{2}$ loss | 24.01 | 22.31 | 35.11 | 31.90 |
|  | $\ell_{1}$ loss | 148.01 | 140.39 | 218.33 | 201.09 |
|  | FP | 44.26 | 44.12 | 47.52 | 47.31 |
|  | FN | 12.23 | 12.16 | 15.12 | 14.94 |
|  | RMSE | 49.86 | 48.10 | 16.46 | 15.78 |
| 100 | $\ell_{2}$ loss | 25.29 | 23.44 | 40.86 | 37.04 |
|  | $\ell_{1}$ loss | 200.83 | 187.76 | 331.69 | 302.13 |
|  | FP | 51.31 | 50.79 | 57.69 | 57.12 |
|  | FN | 8.05 | 7.73 | 11.52 | 11.18 |
|  | RMSE | 49.72 | 47.66 | 17.19 | 16.39 |
| 200 | $\ell_{2}$ loss | 12.46 | 11.04 | 24.52 | 22.78 |
|  | $\ell_{1}$ loss | 66.12 | 52.68 | 205.78 | 187.80 |
|  | FP | 11.89 | 7.83 | 33.56 | 31.73 |
|  | FN | 7.19 | 5.85 | 11.06 | 10.64 |
|  | RMSE | 40.84 | 39.13 | 15.10 | 14.73 |
| 300 | $\ell_{2}$ loss | 9.67 | 8.03 | 12.64 | 10.36 |
|  | $\ell_{1}$ loss | 39.98 | 36.83 | 55.58 | 52.13 |
|  | FP | 3.49 | 3.34 | 7.81 | 7.91 |
|  | FN | 5.78 | 4.47 | 10.30 | 10.25 |
|  | RMSE | 38.25 | 37.37 | 13.34 | 13.26 |
| 400 | $\ell_{2}$ loss | 8.77 | 8.04 | 11.72 | 9.24 |
|  | $\ell_{1}$ loss | 37.53 | 32.60 | 50.27 | 47.80 |
|  | FP | 2.99 | 2.82 | 1.50 | 1.71 |
|  | FN | 3.67 | 2.67 | 10.27 | 9.51 |
|  | RMSE | 37.04 | 36.18 | 13.13 | 13.01 |
| 800 | $\ell_{2}$ loss | 6.42 | 5.78 | 9.44 | 8.95 |
|  | $\ell_{1}$ loss | 25.13 | 22.34 | 38.17 | 36.04 |
|  | FP | 2.56 | 2.52 | 1.37 | 1.61 |
|  | FN | 0.86 | 0.41 | 5.94 | 4.67 |
|  | RMSE | 35.11 | 34.65 | 12.58 | 12.51 |
| 1000 | $\ell_{2}$ loss | 5.79 | 5.15 | 8.75 | 8.28 |
|  | $\ell_{1}$ loss | 22.53 | 19.84 | 34.74 | 32.82 |
|  | FP | 2.58 | 2.49 | 0.71 | 0.90 |
|  | FN | 0.45 | 0.16 | 4.29 | 3.29 |
|  | RMSE | 34.82 | 34.42 | 12.46 | 12.40 |
| 2000 | $\ell_{2}$ loss | 4.11 | 3.56 | 6.69 | 6.22 |
|  | $\ell_{1}$ loss | 15.85 | 12.60 | 25.65 | 23.94 |
|  | FP | 2.22 | 2.13 | 0.39 | 0.49 |
|  | FN | 0.0376 | 0.0014 | 1.10 | 0.67 |
|  | RMSE | 34.39 | 34.14 | 12.26 | 12.23 |

Table 3. Sensitivity of different values of thresholds $\tau_{1}$ and $\tau_{2}$ in linear regression case using the upper quantiles of the feature values and responses. The results are based on 1000 replications.

|  | $70 \%$ | $75 \%$ | $80 \%$ | $85 \%$ | $90 \%$ | $95 \%$ | $98 \%$ | $99 \%$ | $99.5 \%$ | $100 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Student $t$ and $n=100, p=400$ |  |  |  |  |  |  |  |  |  |  |
| $\ell_{2}$ loss | 23.51 | 23.39 | 23.30 | 23.25 | 23.29 | 23.45 | 23.82 | 24.15 | 24.53 | 25.70 |
| $\ell_{1}$ loss | 188.56 | 187.21 | 186.08 | 185.24 | 185.35 | 186.49 | 189.38 | 192.26 | 195.41 | 204.39 |
| Student $t$ and $n=800, p=400$ |  |  |  |  |  |  |  |  |  |  |
| $\ell_{2}$ loss | 6.08 | 5.98 | 5.88 | 5.82 | 5.76 | 5.80 | 5.91 | 6.00 | 6.11 | 6.62 |
| $\ell_{1}$ loss | 23.59 | 23.15 | 22.77 | 22.48 | 22.35 | 22.44 | 22.91 | 23.29 | 23.72 | 26.05 |
| Normal and $n=100, p=400$ |  |  |  |  |  |  |  |  |  |  |
| $\ell_{2}$ loss | 20.72 | 20.53 | 20.36 | 20.20 | 20.09 | 19.97 | 19.90 | 19.91 | 19.92 | 19.91 |
| $\ell_{1}$ loss 166.34 | 164.38 | 162.44 | 160.72 | 159.35 | 158.14 | 157.52 | 157.41 | 157.36 | 157.26 |  |
| Normal and $n=800, p=400$ |  |  |  |  |  |  |  |  |  |  |
| $\ell_{2}$ loss | 5.77 | 5.62 | 5.50 | 5.36 | 5.24 | 5.10 | 5.03 | 5.02 | 5.00 | 5.00 |
| $\ell_{1}$ loss | 22.50 | 21.90 | 21.34 | 20.79 | 20.32 | 19.80 | 19.52 | 19.45 | 19.39 | 19.38 |

Table 4. Sensitivity of different values of the cross-sectional dependence of the covariates ( $\rho$ ) in linear regression. The results are based on 1000 replications.

| $\rho$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.98 |  |  |  |  |  |  |  |  |  |
| Standard procedure |  |  |  |  |  |  |  |  |  |
| $\ell_{2}$ loss | 12.36 | 12.29 | 12.43 | 12.54 | 12.23 | 12.63 | 12.30 | 12.33 | 12.54 |
| $\ell_{1}$ loss | 65.11 | 64.10 | 65.48 | 67.43 | 63.23 | 67.68 | 64.87 | 65.24 | 67.85 |
| Robust procedure |  |  |  |  |  |  |  |  | 70.75 |
| $\ell_{2}$ loss | 10.93 | 10.88 | 10.77 | 10.78 | 10.81 | 11.11 | 10.88 | 11.03 | 11.04 |
| $\ell_{1}$ loss | 51.47 | 51.15 | 48.89 | 49.40 | 49.64 | 53.84 | 51.06 | 53.44 | 53.14 |

polynomial moment case and exponential moment case are studied. In the finite moment case with geometric moment contraction, we also proposed a new robust M-estimator by shrinking the feature variables (and the response in linear regression) before solving the empirical risk minimization. The shrinkage method works as if we have sub-Gaussian data, and does not require any algorithmic adaptation. Our robust procedure marks a significant improvement over the existing literature in the time series setting by relaxing the sub-Gaussian condition to the existence of finite moments but retaining a nearly i.i.d. sub-Gaussian deviation bound.

It is worth mentioning that high dimensional time series creates overwhelming technical difficulties in theoretical analysis. Commonly used concentration inequalities in the i.i.d. case do not hold. For example, the sharpest available Bernstein-type inequalities for weakly dependent random variables without any structural assumptions (such as linear process) involve additional logarithmic factors. Whether the large deviation bound under the i.i.d. setting is achievable or not remains a challenging open problem. We conjecture that the scaling condition in the main theorems may be improved by developing sharper concentration inequalities.

Besides the concentration inequalities, there are many future research directions to pursue. The first direction is to study the single index model or the additive regression in time series setting using the framework of the functional dependence measure. Another interesting problem is the robust regularized estimation in some special high dimensional time series models, such as vector autoregressive (VAR) model, vector autoregressions
with heteroskedasticity, etc. By exploiting the model structure more explicitly, better statistical error bounds may be established. In addition, though many inferential theories have been developed recently for high dimensional VAR models, the statistical inference problem in high dimensional time series regression remains an important and challenging task to investigate.
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## Appendix A: Concentration Inequalities for High Dimensional Time Series

The proofs of main theorems require additional new concentration inequalities for high dimensional time series. Analogously to Bousquet's inequality ([6]) for i.i.d data, we present concentration inequalities for both heavy-tailed and light-tailed high dimensional time series under the framework of functional dependence measure. The result may be of independent interest. Without loss of generality, assume $\mathbb{E} X_{i j}=0$ in this section. Denote $\mathcal{F}_{i}^{l}=\sigma\left(\varepsilon_{l}, \ldots, \varepsilon_{i}\right)$ with $l \leq i, \mathcal{F}_{i}=\sigma\left(\cdots, \varepsilon_{i-1}, \varepsilon_{i}\right)$. Write $\mathcal{P}_{l}(\cdot)=\mathbb{E}\left(\cdot \mid \mathcal{F}_{l}\right)-\mathbb{E}\left(\cdot \mid \mathcal{F}_{l-1}\right)$. The same notation as that in the main paper is used.

Theorem A.1. Let $t=\log p \vee 1$ and $C_{q, \alpha}$ be a constant depending on $q$ and $\alpha$. Assume $\left\||X .|_{\infty}\right\|_{q, \alpha}<\infty$, where $q>2$ and $\alpha>0$. (i) If $\alpha>1 / 2-1 / q$, then for $x \gtrsim \sqrt{n t} \max _{1 \leq j \leq p}\left\|X_{\cdot j}\right\|_{2, \alpha}+n^{1 / q} t^{3 / 2}\left\||X .|_{\infty}\right\|_{q, \alpha}$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{i=1}^{n} X_{i}\right|_{\infty} \geq x\right) \leq \frac{C_{q, \alpha} n t^{q / 2}\left\||X .|_{\infty}\right\|_{q, \alpha}^{q}}{x^{q}}+C_{q, \alpha} \exp \left(-\frac{C_{q, \alpha} x^{2}}{n \max _{1 \leq j \leq p}\left\|X_{\cdot j}\right\|_{2, \alpha}^{2}}\right) \tag{37}
\end{equation*}
$$

(ii) If $0<\alpha<1 / 2-1 / q$, then for $x \gtrsim \sqrt{n t} \max _{1 \leq j \leq p}\left\|X_{\cdot j}\right\|_{2, \alpha}+n^{1 / 2-\alpha} t^{3 / 2}\left\||X .|_{\infty}\right\|_{q, \alpha}$, $\mathbb{P}\left(\left|\sum_{i=1}^{n} X_{i}\right|_{\infty} \geq x\right) \leq \frac{C_{q, \alpha} n^{q / 2-\alpha q} t^{q / 2}\left\||X .|_{\infty}\right\|_{q, \alpha}^{q}}{x^{q}}+C_{q, \alpha} \exp \left(-\frac{C_{q, \alpha} x^{2}}{n \max _{1 \leq j \leq p}\left\|X_{\cdot j}\right\|_{2, \alpha}^{2}}\right)$.

Proof. For $t=1 \vee \log p$, note that for any vector $u=\left(u_{1}, \ldots, u_{p}\right)^{\top},|u|_{\infty} \leq|u|_{t} \leq$ $p^{1 / t}|u|_{\infty}=e|u|_{\infty}$. Let $L=\lfloor\log n / \log 2\rfloor, \tau_{l}=2^{l}$ if $1 \leq l \leq L, \tau_{L}=n$ and $\tau_{0}=0$. To simplify the notation, let $W_{n}=\sum_{i=1}^{n} X_{i}, W_{n, k}=\sum_{i=1}^{n} \mathbb{E}\left(X_{i} \mid \varepsilon_{i-k}, \ldots, \varepsilon_{i}\right), X_{i, k}=$ $\mathbb{E}\left(X_{i} \mid \varepsilon_{i-k}, \ldots, \varepsilon_{i}\right)$. Define $Q_{n, l}=W_{n, \tau_{l}}-W_{n, \tau_{l-1}}$ for $1 \leq l \leq L$, and write

$$
\begin{equation*}
W_{n}=W_{n, 0}+W_{n}-W_{n, n}+\sum_{l=1}^{L} Q_{n, l} \tag{39}
\end{equation*}
$$

Note that $W_{n, n}-W_{n, 0}=\sum_{l=1}^{L} Q_{n, l}$. By Lemma A. 1 and Jensen's inequality,

$$
\begin{aligned}
\left\|\left|W_{n, k+1}-W_{n, k}\right|_{\infty}\right\|_{q} & =\left\|\left|\sum_{i=1}^{n}\left[\mathbb{E}\left(X_{i} \mid \mathcal{F}_{i}^{i-k-1}\right)-\mathbb{E}\left(X_{i} \mid \mathcal{F}_{i}^{i-k}\right)\right]\right|_{t}\right\|_{q} \\
& \leq C_{q} \sqrt{n t}\left\|\left|\mathbb{E}\left(X_{i} \mid \mathcal{F}_{i}^{i-k-1}\right)-\mathbb{E}\left(X_{i} \mid \mathcal{F}_{i}^{i-k}\right)\right|_{t}\right\|_{q} \\
& \leq C_{q} \sqrt{n t}\left\|\left|X_{i}-X_{i, i-k-1}\right|_{t}\right\|_{q} \\
& \leq C_{q} \sqrt{n t} \omega_{k+1, q}
\end{aligned}
$$

Then,

$$
\left\|\left|W_{n}-W_{n, n}\right|_{\infty}\right\|_{q} \leq \sum_{k=n}^{\infty}\left\|\left|W_{n, k+1}-W_{n, k}\right|_{\infty}\right\|_{q} \leq \sum_{k=n}^{\infty} C_{q} \sqrt{n t} \omega_{k+1, q}=C_{q} \sqrt{n t} \Omega_{n+1, q}
$$

By Markov's inequality, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|W_{n}-W_{n, n}\right|_{t} \geq x\right) \leq \frac{\left\|\left|W_{n}-W_{n, n}\right|_{t}\right\|_{q}^{q}}{x^{q}} \leq \frac{C_{q}(n t)^{q / 2} \Omega_{n+1, q}^{q}}{x^{q}} \tag{40}
\end{equation*}
$$

Note that $\Omega_{n+1, q} \leq\left\||X .|_{\infty}\right\|_{q, \alpha} n^{-\alpha}$.
Recall $X_{i, 0}=\mathbb{E}\left(X_{i} \mid \varepsilon_{i}\right)$ and $W_{n, 0}=\sum_{i=1}^{n} \mathbb{E}\left[X_{i} \mid \varepsilon_{i}\right]$. Note that $\mathbb{E}\left[X_{i} \mid \varepsilon_{i}\right]$ are independent for different $i$. By Fuk-Nagaev inequality in Lemma D. 2 of [17], we have

$$
\begin{aligned}
\mathbb{P}\left(\left|W_{n, 0}\right|_{\infty}-2 \mathbb{E}\left|W_{n, 0}\right|_{\infty} \geq x\right) \leq & \frac{C_{q, \alpha} \sum_{i=1}^{n} \mathbb{E} \max _{1 \leq j \leq p}\left|\mathbb{E}\left[X_{i} \mid \varepsilon_{i}\right]\right|^{q}}{x^{q}} \\
& +\exp \left(-\frac{x^{2}}{3 \max _{1 \leq j \leq p} \sum_{i=1}^{n} \mathbb{E}\left|\mathbb{E}\left[X_{i} \mid \varepsilon_{i}\right]\right|^{2}}\right) \\
\leq & \frac{C_{q, \alpha} n\left\|\left|X_{i, 0}\right|_{\infty}\right\|_{q}^{q}}{x^{q}}+\exp \left(-\frac{x^{2}}{3 n \max _{1 \leq j \leq p}\left\|X_{i j, 0}\right\|_{2}^{2}}\right)
\end{aligned}
$$

Then, by Lemma D. 3 of [17],

$$
\begin{aligned}
\mathbb{E}\left|W_{n, 0}\right|_{\infty} & \lesssim \sqrt{t} \sqrt{\max _{j} \sum_{i=1}^{n} \mathbb{E}\left(\mathbb{E}\left[X_{i} \mid \varepsilon_{i}\right]\right)^{2}}+t \sqrt{\mathbb{E} \max _{i} \max _{j}\left|\mathbb{E}\left[X_{i} \mid \varepsilon_{i}\right]\right|^{2}} \\
& \lesssim \sqrt{n t} \max _{j}\left\|X_{i j, 0}\right\|_{2}+t n^{1 / q}\left[\mathbb{E} \max _{j}\left|\mathbb{E}\left[X_{i} \mid \varepsilon_{i}\right]\right|^{q}\right]^{1 / q} \\
& \lesssim \sqrt{n t} \max _{j}\left\|X_{i j, 0}\right\|_{2}+t n^{1 / q}\left\|\left|X_{i, 0}\right|_{\infty}\right\|_{q}
\end{aligned}
$$

Hence $\mathbb{E}\left|W_{n, 0}\right|_{\infty} \lesssim x$, which implies that

$$
\begin{equation*}
\mathbb{P}\left(\left|W_{n, 0}\right|_{\infty} \geq x\right) \leq \frac{C_{1} n\left\|\left|X_{i, 0}\right|_{\infty}\right\|_{q}^{q}}{x^{q}}+C_{2} \exp \left(-\frac{x^{2}}{n \max _{j}\left\|X_{i j, 0}\right\|_{2}^{2}}\right) \tag{41}
\end{equation*}
$$

Finally, for each $1 \leq l \leq L$ and $1 \leq i \leq\left\lfloor n / \tau_{l}\right\rfloor$, define

$$
\begin{aligned}
Z_{i, l} & =\sum_{k=(i-1) \tau_{l}+1}^{i \tau_{l} \wedge n}\left[\mathbb{E}\left(X_{i} \mid \mathcal{F}_{k}^{k-\tau_{l}}\right)-\mathbb{E}\left(X_{i} \mid \mathcal{F}_{k}^{k-\tau_{l-1}}\right)\right] \\
U_{n, l}^{e} & =\sum_{i \text { is even }} Z_{i, l} \quad \text { and } \quad U_{n, l}^{o}=\sum_{i \text { is odd }} Z_{i, l}
\end{aligned}
$$

Let $c=q / 2-1-\alpha q, \lambda_{l}=l^{2} /\left(\pi^{2} / 3\right)$ if $1 \leq l \leq L / 2$ and $\lambda_{l}=(L+1-l)^{-2} /\left(\pi^{2} / 3\right)$ if $L / 2<l \leq L$. Then, $\sum_{l=1}^{L} \lambda_{l}<1$. Since $Z_{i, l}$ and $Z_{i^{\prime}, l}$ are independent for $\left|i-i^{\prime}\right|>1$, by Lemma A. 2

$$
\mathbb{P}\left(\left|U_{n, l}^{e}\right|_{t}-2 \mathbb{E}\left|U_{n, l}^{e}\right|_{t} \geq \lambda_{l} x\right) \leq \frac{C_{q} \sum_{i \text { is even }} \mathbb{E}\left|Z_{i, l}\right|_{t}^{q}}{\left(\lambda_{l} x\right)^{q}}+\exp \left(-\frac{\left(\lambda_{l} x\right)^{2}}{3 \sum_{i \text { is even }} \mid \sigma_{\left.Z_{i, l}\right|_{t} ^{2}}}\right)
$$

where $\sigma_{Z_{i, l}}=\left(\left\|Z_{i 1, l}\right\|_{2}, \ldots,\left\|Z_{i m, l}\right\|_{2}\right)^{\top}$.
By Lemma A.1, we can obtain

$$
\left\|\left|Z_{i, l}\right|_{t}\right\|_{q} \leq C_{q}\left(\tau_{l} t\right)^{1 / 2} \tilde{\omega}_{l, q}, \quad \text { where } \tilde{\omega}_{l, q}=\sum_{\tau_{l-1}+1}^{\tau_{l}} \omega_{k, q} \leq \tau_{l-1}^{-\alpha}\left\||X .|_{\infty}\right\|_{q, \alpha}
$$

Similarly, we can define $\tilde{\delta}_{l, 2, j}$. By Theorem 3.2 of [10] and Jensen's inequality,

$$
\begin{aligned}
\left\|Z_{i j, l}\right\|_{2} & \leq \sqrt{\tau_{l}} \sum_{k=\tau_{l-1}+1}^{\tau_{l}}\left\|\mathbb{E}\left(X_{i j} \mid \mathcal{F}_{i}^{i-k}\right)-\mathbb{E}\left(X_{i j} \mid \mathcal{F}_{i}^{i-k+1}\right)\right\|_{2} \\
& \leq \sqrt{\tau_{l}} \sum_{k=\tau_{l-1}+1}^{\tau_{l}}\left\|X_{i j, k}-X_{i j, k-1}\right\|_{2} \\
& \leq \sqrt{\tau_{l}} \sum_{k=\tau_{l-1}+1}^{\tau_{l}} \delta_{k, 2, j} \\
& =\sqrt{\tau_{l}} \tilde{\delta}_{l, 2, j}
\end{aligned}
$$

This implies that $\left|\sigma_{Z_{i, l}}\right|_{t} \lesssim \max _{j} \sqrt{\tau_{l}} \tau_{l-1}^{-\alpha}\left\|X_{\cdot j}\right\|_{2, \alpha}$. So we obtain, for $x>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left|U_{n, l}^{e}\right|_{t}-2 \mathbb{E}\left|U_{n, l}^{e}\right|_{t} \geq \lambda_{l} x\right) & \leq \frac{C_{q} n t^{q / 2} \tau_{l}^{q / 2-1} \tilde{\omega}_{l, q}^{q}}{\lambda_{l}^{q} x^{q}}+\exp \left(-\frac{C_{q} \lambda_{l}^{2} x^{2} \tau_{l-1}^{2 \alpha}}{n \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}}\right) \\
& \leq \frac{C_{q} n t^{q / 2}}{x^{q}} \cdot \frac{\tau_{l}^{q / 2-1} \tau_{l-1}^{-\alpha q}\left\||X \cdot|_{\infty}\right\|_{q, \alpha}}{\lambda_{l}^{q}}+\exp \left(-\frac{C_{q} x^{2} \lambda_{l}^{2} \tau_{l-1}^{2 \alpha}}{n \max _{j}\|X \cdot j\|_{2, \alpha}}\right)
\end{aligned}
$$

By Lemma 8 in [16],

$$
\begin{aligned}
\mathbb{E}\left|U_{n, l}^{e}\right|_{t} & \lesssim \sqrt{t} \sqrt{\max _{j} \sum_{i \text { is even }} \mathbb{E} Z_{i j, l}^{2}}+t \sqrt{\mathbb{E} \max _{i} \max _{j} Z_{i j, l}^{2}} \\
& \lesssim \sqrt{t} \sqrt{\max _{j} \sum_{i \text { is even }} \mathbb{E} Z_{i j, l}^{2}}+t\left(n / \tau_{l}\right)^{1 / q}\left\|\left|Z_{i, l}\right|_{t}\right\|_{q} \\
& \lesssim \sqrt{n t} \max _{j} \tilde{\delta}_{l, 2, j}+n^{1 / q} t^{3 / 2} \tau_{l}^{1 / 2-1 / q} \tilde{\omega}_{l, q} \\
& \lesssim \sqrt{n t} \max _{j} \tau_{l}^{-\alpha}\left\|X_{\cdot j}\right\|_{2, \alpha}+n^{1 / q} t^{3 / 2} \tau_{l}^{-c / q}\left\||X .|_{\infty}\right\|_{q, \alpha}
\end{aligned}
$$

Notice that $\lambda_{l}^{-1} \tau_{l}^{c / q} \lesssim n^{c / q}$ for $c>0$ and $\min _{c \geq 0} \lambda_{l} \tau_{l}^{-c / q}>1$ for $c<0$ and $\min _{l \geq 0} \lambda_{l} \tau_{l}^{\alpha}>$ 1. Hence $\mathbb{E}\left|U_{n, l}^{e}\right|_{t} \lesssim \widetilde{\lambda_{l}} x$ always holds. Therefore,

$$
\begin{equation*}
\mathbb{P}\left(\left|U_{n, l}^{e}\right|_{t} \geq \lambda_{l} x\right) \leq \frac{C_{3} n t^{q / 2}}{x^{q}} \cdot \frac{\tau_{l}^{q / 2-1} \tau_{l-1}^{-\alpha q}\left\||X .|_{\infty}\right\|_{q, \alpha}}{\lambda_{l}^{q}}+\exp \left(-\frac{C_{4} x^{2} \lambda_{l}^{2} \tau_{l-1}^{2 \alpha}}{n \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}}\right) \tag{42}
\end{equation*}
$$

A similar inequality holds for $U_{n, l}^{o}$. Let

$$
A=\sum_{l=1}^{L} \frac{\tau_{l}^{c}}{\lambda_{l}^{q}} \quad \text { and } \quad B=\sum_{l=1}^{L} \exp \left\{-\frac{C_{5} x^{2} \lambda_{l}^{2} \tau_{l}^{2 \alpha}}{n \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}^{2}}\right\}
$$

Since $\sum_{l=1}^{L} \lambda_{l} \leq 1$ and $\left|Q_{n, l}\right|_{t} \leq\left|U_{n, l}^{e}\right|_{t}+\left|U_{n, l}^{o}\right|_{t}$, by (42),

$$
\begin{align*}
\mathbb{P}\left(\left|\sum_{l=1}^{L} Q_{n, l}\right|_{t} \geq 2 x\right) & \leq \sum_{l=1}^{L} \mathbb{P}\left(\left|Q_{n, l}\right|_{t} \geq 2 \lambda_{l} x\right) \\
& \leq \sum_{l=1}^{L}\left[\mathbb{P}\left(\left|U_{n, l}^{e}\right|_{t} \geq \lambda_{l} x\right)+\mathbb{P}\left(\left|U_{n, l}^{o}\right|_{t} \geq \lambda_{l} x\right)\right] \\
& \leq \frac{C_{6} n t^{q / 2}\left\||X .|_{\infty}\right\|_{q, \alpha}^{q}}{x^{q}} A+C_{7} B \tag{43}
\end{align*}
$$

Let $\psi:=\min _{l \geq 1} \lambda_{l}^{2} \tau_{l}^{2 \alpha}>0$. By the definition of $\tau_{l}$ and $\lambda_{l}$ and by elementary calculations, there exists a constant $C_{8}>1$ such that for all $y \geq 1$,

$$
\begin{equation*}
\sum_{l=1}^{L} \exp \left\{-C_{5} y \lambda_{l}^{2} \tau_{l}^{2 \alpha}\right\} \leq C_{8} \exp \left\{-C_{5} y \psi\right\} \tag{44}
\end{equation*}
$$

We apply (44) with $y=x^{2} /\left(n \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}^{2}\right)$. If $c>0$, it can be obtained that $A \leq$ $C_{9} \lambda_{l}^{c} \leq C_{9} n^{c}$. If $c<0$, then $A \leq C_{10}$. Hence, combining (39), (40), (41), (43) and (44), if $c>0$ and $x \gtrsim \sqrt{n t} \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}+n^{1 / q+c / q} t^{3 / 2}\left\||X .|_{\infty}\right\|_{q, \alpha}$,

$$
\begin{equation*}
\mathbb{P}\left(\left|W_{n}\right|_{t} \geq x\right) \leq \exp \left\{-\frac{C_{q, \alpha} x^{2}}{n \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}^{2}}\right\}+\frac{C_{q, \alpha} n^{c+1} t^{q / 2}\left\||X \cdot|_{\infty}\right\|_{q, \alpha}^{q}}{x^{q}} \tag{45}
\end{equation*}
$$

if $c<0$ and $x \gtrsim \sqrt{n t} \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}+n^{1 / q} t^{3 / 2}\left\||X|_{\infty}\right\|_{q, \alpha}$,

$$
\begin{equation*}
\mathbb{P}\left(\left|W_{n}\right|_{t} \geq x\right) \leq \exp \left\{-\frac{C_{q, \alpha} x^{2}}{n \max _{j}\left\|X_{\cdot j}\right\|_{2, \alpha}^{2}}\right\}+\frac{C_{q, \alpha} n t^{q / 2}\left\||X \cdot|_{\infty}\right\|_{q, \alpha}^{q}}{x^{q}} \tag{46}
\end{equation*}
$$

By (45) and (46), both cases with $c<0$ and $c>0$ of Theorem A. 1 follow.

Theorem A.2. (i). Assume $\left\||X .|_{\infty}\right\|_{\psi_{\nu}}<\infty$, where $\nu \geq 0$. Let $\alpha=2 /(1+2 \nu)$, then there exists a constant $C_{\nu}>0$ depending on $\nu$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{i=1}^{n} X_{i}\right|_{\infty} \geq x\right) \leq C_{\nu} \exp \left(-\frac{x^{\alpha}}{2 e \alpha(n \log p)^{\alpha / 2}\left\||X .|_{\infty}\right\|_{\psi_{\nu}}^{\alpha}}\right) \tag{47}
\end{equation*}
$$

(ii). Assume $\left\|X_{\cdot j}\right\|_{\psi_{\nu}}<\infty$, where $\nu \geq 0$. Let $\alpha=2 /(1+2 \nu)$, then there exists a constant $C_{\nu}>0$ depending on $\nu$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{i=1}^{n} X_{i j}\right| \geq x\right) \leq C_{\nu} \exp \left(-\frac{x^{\alpha}}{2 e \alpha(n)^{\alpha / 2}\left\|X_{\cdot j}\right\|_{\psi_{\nu}}^{\alpha}}\right) \tag{48}
\end{equation*}
$$

Proof. We only prove part (i), as the proof of part (ii) is similar. Let $u_{0}=\left(e \alpha\left\||X .|_{\infty}\right\|_{\psi_{\nu}}^{\alpha}\right)^{-1}$ and $t=1 \vee \log p$. Note that for any vector $u=\left(u_{1}, \ldots, u_{p}\right)^{\top},|u|_{\infty} \leq|u|_{t} \leq p^{1 / t}|u|_{\infty}=$ $e|u|_{\infty}$. Let $L=\lfloor\log n / \log 2\rfloor, \tau_{l}=2^{l}$ if $1 \leq l \leq L, \tau_{L}=n$ and $\tau_{0}=0$. Let $W_{n}=\sum_{i=1}^{n} X_{i}$, $W_{n, k}=\sum_{i=1}^{n} \mathbb{E}\left(X_{i} \mid \varepsilon_{i-k}, \ldots, \varepsilon_{i}\right), X_{i, k}=\mathbb{E}\left(X_{i} \mid \varepsilon_{i-k}, \ldots, \varepsilon_{i}\right)$. Define $Q_{n, l}=\sum_{i=1}^{n} \mathcal{P}_{i-l} X_{i}$. Then, $Q_{n, l}$ is a martingale. By Lemma A. 1 and Jensen's inequality,

$$
\begin{aligned}
\left\|\left|Q_{n, l}\right|_{\infty}\right\|_{q} & \leq C \sqrt{q n t}\left\|\left|\mathbb{E}\left(X_{i} \mid \mathcal{F}_{i-l}\right)-\mathbb{E}\left(X_{i} \mid \mathcal{F}_{i-l-1}\right)\right|_{t}\right\|_{q} \\
& \leq C \sqrt{q n t}\left\|\left|X_{i}-X_{i, i-l}\right|_{t}\right\|_{q} \\
& =C \sqrt{q n t} \omega_{l, q}
\end{aligned}
$$

Then,

$$
\left\|\left|W_{n}\right|_{t}\right\|_{q} \leq \sum_{l=0}^{\infty}\left\|\left|Q_{n, l}\right|_{t}\right\|_{q} \leq \sum_{l=0}^{\infty} C \sqrt{q n t} \omega_{l, q}=C \sqrt{q n t} \Omega_{0, q}
$$

Let $Z_{n}=W_{n} /(\sqrt{n t})$. Then $\left\|\left|Z_{n}\right|_{t}\right\|_{q} \leq C \sqrt{q} \Omega_{0, q}$. Write the negative binomial expansion $(1-s)^{-1 / 2}=1+\sum_{k=1}^{\infty} a_{k} s^{k}$, where $|s|<1$ and $a_{k}=(2 k)!/\left(2^{2 k}(k!)^{2}\right)$. By Stirling's formula, as $k \rightarrow \infty, a_{k} \sim(k \pi)^{-1 / 2}$. Hence $k!\sim \sqrt{2}(k / e)^{k} a_{k}^{-1}$, and there exist absolute constants $c_{1}, c_{2}>0$ such that $c_{1}(k / e)^{k} a_{k}^{-1} \leq k!\leq c_{2}(k / e)^{k} a_{k}^{-1}$ holds for all $k \geq 1$. If $\alpha k>2$, we have $\Omega_{0, \alpha k} \leq(\alpha k)^{\nu}\left\||X .|_{\infty}\right\|_{\psi_{\nu}}$. Hence, by elementary manipulations,

$$
\begin{equation*}
\frac{u^{k}\left\|\left|Z_{n}\right|_{t}^{\alpha}\right\|_{k}^{k}}{k!} \leq \frac{u^{k}(\alpha k)^{\alpha k / 2} \Omega_{0, \alpha k}^{\alpha k}}{c_{1}(k / e)^{k} a_{k}^{-1}} \leq \frac{a_{k} u^{k}}{c_{1} u_{0}^{k}} \tag{49}
\end{equation*}
$$

imsart-bj ver. 2014/10/16 file: output.tex date: November 28, 2021

If $\alpha k<2$, then $\left\|\left|Z_{n}\right|_{t}\right\|_{\alpha k} \leq\left\|\left|Z_{n}\right|_{t}\right\|_{2} \leq 2^{\nu}\left\||X .|_{\infty}\right\|_{\psi_{\nu}}$. Using $e^{x}=\sum_{k=0}^{\infty} x^{k} / k!$, we obtain,

$$
\begin{aligned}
\sup _{n} \mathbb{E} \exp \left\{u\left|Z_{n}\right|_{t}^{\alpha}\right\} & \leq 1+\sum_{1 \leq k<2 / \alpha} \frac{u^{k}\left(2^{\nu}\left\||X \cdot|_{\infty}\right\|_{\psi_{\nu}}\right)^{\alpha k}}{k!}+\sum_{k \geq 2 / \alpha} \frac{a_{k} u^{k}}{c_{1} u_{0}^{k}} \\
& \leq 1+c_{\alpha}^{\prime} \sum_{k=1}^{\infty} a_{k} \frac{u^{k}}{u_{0}^{k}} \\
& \leq 1+c_{\alpha} \frac{u / u_{0}}{\left(1-u / u_{0}\right)^{1 / 2}}
\end{aligned}
$$

where constants $c_{\alpha}, c_{\alpha}^{\prime}>0$ only depend on $\alpha$. Let $u=u_{0} / 2$, then $\sup _{n} \mathbb{E} \exp \left\{u\left|Z_{n}\right|_{t}^{\alpha}\right\} \leq$ $1+c_{\alpha} / \sqrt{2}$. Hence,

$$
\begin{equation*}
\mathbb{P}\left(\left|W_{n}\right|_{t} \geq x\right)=\mathbb{P}\left(\left|Z_{n}\right|_{t} \geq \frac{x}{\sqrt{n t}}\right) \leq\left(1+c_{\alpha} / \sqrt{2}\right) \exp \left\{-\frac{x^{\alpha}}{2 e \alpha(n t)^{\alpha / 2}\left\||X \cdot|_{\infty}\right\|_{\psi_{\nu}}^{\alpha}}\right\} \tag{50}
\end{equation*}
$$

Clearly, Theorem A.2(i) follows from (50).

Theorem A.3. Assume $\mathbb{E} X_{i}=0,\left|X_{i}\right| \leq M$ for all $i$, and $\|X .\|_{2, \mathrm{GMC}}<\infty$ for some $\rho \in(0,1)$. Also assume $n \geq 4 \vee\left(\log \left(\rho^{-1}\right) / 2\right)$. For any $x>0$,

$$
\begin{equation*}
\mathbb{P}\left(\sum_{i=1}^{n} X_{i} \geq x\right) \leq \exp \left\{-\frac{x^{2}}{4 C_{1}\left(n\|X \cdot\|_{2, \mathrm{GMC}}^{2}+M^{2}\right)+2 C_{2} M(\log n)^{2} x}\right\} \tag{51}
\end{equation*}
$$

where $C_{1}=2 \max \left\{\left(e^{4}-5\right) / 4,\left[\rho(1-\rho) \log \left(\rho^{-1}\right)\right]^{-1}\right\} \cdot\left(8 \vee \log \left(\rho^{-1}\right)\right)^{2}, C_{2}=\max \left\{(c \log 2)^{-1},[1 \vee\right.$ $\left.\left.\left(\log \left(\rho^{-1}\right) / 8\right)\right]\right\}$ with $c=\left[\log \left(\rho^{-1}\right) / 8\right] \wedge \sqrt{(\log 2) \log \left(\rho^{-1}\right) / 4}$.

Proof. See Theorem 2.1 in [88].
Theorem A.4. Assume $\mathbb{E} X_{i}=0, \mathbb{P}\left(\left|X_{i}\right|>x\right) \leq c_{1} \exp \left(-c_{2} x^{\nu}\right)$ for some $\nu>0, c_{1}, c_{2}>$ 0 , and $\|X .\|_{2, \mathrm{GMC}}<\infty$ for some $\rho \in(0,1)$. For any $x>0$,

$$
\begin{align*}
\mathbb{P}\left(\left|\sum_{i=1}^{n} X_{i}\right| \geq x\right) \leq \exp & \left(-\frac{x^{2}}{C_{1}\left(1+n\|X \cdot\|_{2, \mathrm{GMC}}^{2}\right)}\right)+n \exp \left(-\frac{x^{\nu /(1+\nu)}}{C_{2}}\right) \\
& +\exp \left(-\frac{x^{2}}{C_{3} n} \exp \left(\frac{x^{\nu /(1+\nu)^{2}}}{C_{4}(\log x)^{\nu /(1+\nu)}}\right)\right) \tag{52}
\end{align*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4}>0$ are constants only depending on $\rho$.
Proof. Consider the coefficient $\tau(M, X)$ of weak dependence in [53], which is defined by

$$
\tau(M, X)=\left\|\sup _{f \in \Lambda_{1}\left(\mathbb{R}^{k}\right)}|\mathbb{E} f(X \mid M)-\mathbb{E} f(X)|\right\|_{1}
$$

where $\Lambda_{1}\left(\mathbb{R}^{k}\right)$ is the set of 1-Lipschitz functions from $\mathbb{R}^{k}$ to $\mathbb{R}$. The $\tau$-mixing coefficients $\tau(i)$ of a sequence of random variables $X_{i}$ are then defined by

$$
\tau(i)=\sup _{k \geq 0} \max _{1 \leq \ell \leq k} \frac{1}{\ell} \sup \left\{\tau\left(\sigma\left(X_{j}, j \leq 0\right),\left(X_{j_{1}}, \ldots, X_{j_{\ell}}\right)\right), i \leq j_{1}<\cdots<j_{\ell}\right\}
$$

By the definition of geometric moment contraction and $\|X .\|_{2, \mathrm{GMC}}<\infty$, we have

$$
\tau(i) \leq c_{0} \rho^{i}
$$

for some positive constant $c_{0}$.
For any $M>0$, let $h_{M}(x)=(x \wedge M) \vee(-M)$. Define the projection operator $\mathcal{P}_{j}(\cdot)=$ $\mathbb{E}\left(\cdot \mid \varepsilon_{j}, \varepsilon_{j-1}, \ldots\right)-\mathbb{E}\left(\cdot \mid \varepsilon_{j-1}, \varepsilon_{j-2}, \ldots\right)$. Then we can write $X_{i}=\sum_{h=0}^{\infty} \mathcal{P}_{i-h} X_{i}$. By the orthogonality of $\mathcal{P}_{j}$, the triangle inequality and the Hölder inequality, we have

$$
\begin{aligned}
\left|\operatorname{Cov}\left(X_{0}, X_{k}\right)\right| & =\left|\sum_{h=0}^{\infty} \mathbb{E}\left[\left(\mathcal{P}_{-h} X_{0}\right)\left(\mathcal{P}_{-h} X_{k}\right)\right]\right| \leq \sum_{h=0}^{\infty}\left|\mathbb{E}\left[\left(\mathcal{P}_{-h} X_{0}\right)\left(\mathcal{P}_{-h} X_{k}\right)\right]\right| \\
& \leq \sum_{h=0}^{\infty}\left\|\mathcal{P}_{-h} X_{0}\right\|_{2}\left\|\mathcal{P}_{-h} X_{k}\right\|_{2} \leq \sum_{h=0}^{\infty} \delta_{h, 2} \delta_{h+k, 2}
\end{aligned}
$$

where the last step follows by the fact that $\left\|\mathcal{P}_{j} X_{i}\right\|_{2} \leq \delta_{i-j, 2}=\left\|X_{i-j}-X_{i-j,\{0\}}\right\|_{2}$ in view of Jensen's inequality. It follows that

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty}\left|\operatorname{Cov}\left(X_{0}, X_{k}\right)\right| \leq 2 \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \delta_{h, 2} \delta_{h+k, 2} \leq 2\|X .\|_{2, \mathrm{GMC}}^{2} \tag{53}
\end{equation*}
$$

Hence, by the Lipschitz continuity of the function $h_{M}(x)$ and the bound $\left|h_{M}(x)\right| \leq M$,

$$
\begin{aligned}
V & =\sup _{M>0} \sup _{i>0}\left(\operatorname{Var}\left(h_{M}\left(X_{i}\right)\right)+2 \sum_{j>i}\left|\operatorname{Cov}\left(h_{M}\left(X_{i}\right), h_{M}\left(X_{j}\right)\right)\right|\right) \\
& \leq \sum_{k=-\infty}^{\infty}\left|\operatorname{Cov}\left(X_{0}, X_{k}\right)\right| \leq 2\|X \cdot\|_{2, \mathrm{GMC}}^{2}
\end{aligned}
$$

As $\mathbb{P}\left(\left|X_{i}\right|>x\right) \leq \exp \left(-c x^{\nu}\right)$ for some $\nu>0$, applying Theorem 1 in [53] with $1 / \gamma=$ $1+1 / \nu$ therein, we have the desired results.

Lemma A.1. Let $D_{i}, 1 \leq i \leq n$, be p-dimensional martingale difference vectors with respect to the $\sigma$-field $\mathcal{G}_{i}$. Let $s>1$ and $q \geq 2$. Then

$$
\left\|\left|D_{1}+\ldots+D_{n}\right|_{s}\right\|_{q} \leq c\left\{q\left\|\sup _{i}\left|D_{i}\right|_{s}\right\|_{q}+\sqrt{q(s-1)}\left\|\left[\sum_{i=1}^{n} \mathbb{E}\left(\left|D_{i}\right|_{s}^{2} \mid \mathcal{G}_{i-1}\right)\right]^{1 / 2}\right\|_{q}\right\}
$$

where $c$ is an absolute constant.

Lemma A. 1 provides a Rosenthal-Burkholder type bound on moments of Banachspaced martingales and follows from Theorem 4.1 of [59].

Lemma A.2. Assume $s>1$. Let $X_{1}, \ldots, X_{n}$ be $p$-dimensional independent random vectors with mean zero such that for some $q>2$, $\left\|\left|X_{i}\right|_{s}\right\|_{q}<\infty, 1 \leq i \leq n$. Let $T_{n}=\sum_{i=1}^{n} X_{i}$ and $\sigma_{i}=\left(\left\|X_{i 1}\right\|_{2}, \ldots,\left\|X_{i p}\right\|_{2}\right)^{\top}$. Then, for any $y>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|T_{n}\right|_{s} \geq 2 \mathbb{E}\left|T_{n}\right|_{s}+y\right) \leq C_{q} y^{-q} \sum_{i=1}^{n} \mathbb{E}\left|X_{i}\right|_{s}^{q}+\exp \left(-\frac{y^{2}}{3 \sum_{i=1}^{n}\left|\sigma_{i}\right|_{s}^{2}}\right) \tag{54}
\end{equation*}
$$

where $C_{q}$ is a positive constant depending only on $q$.
Proof. See Lemma C. 6 in [89].

## Appendix B: Quasi log-likelihood Loss

More generally than the commonly used maximum log-likelihood function, we may consider the following quasi-(log)likelihood function

$$
R(z, y):=-\int_{y}^{H(z)} \frac{y-u}{\mathcal{V}(u)} d u, \quad y \in \mathcal{Y}, \quad z \in \mathbb{R}
$$

where $\mathcal{V}: \mathbb{R} \rightarrow(0, \infty)$ is a given variance function, and $H$ is the inverse link function; see also [51]. The canonical link function (up to an additive constant) is

$$
g(t):=\int_{y_{0}}^{t} \frac{1}{\mathcal{V}(u)} d u, \quad t \in \mathcal{Y}
$$

where $y_{0}$ is an arbitrary but fixed constant. Let

$$
r(z):=\int_{y_{0}}^{H(z)} \frac{u}{\mathcal{V}(u)} d u, \quad z \in \mathbb{R}
$$

Then the loss function is $R(z, y)=-y g(H(z))+r(z)$. In this sense, we can define the loss function

$$
\begin{equation*}
R(z, y)=-y h(z)+r(z) \tag{55}
\end{equation*}
$$

and assume $h$ and $r$ satisfy some uniform continuity conditions. It is worth noting that the main theorems in Section 3 and their proofs in Section D can be extended to quasiloglikelihood loss function with minor modifications.

## Appendix C: Real Data Analysis

In this section, we use a real dataset to illustrate the application of the Lasso procedures. Consider the high frequency financial dataset studied by [75], which consisting of the high-frequency trading of Walgreens stock on February 6, 2017. The data are available from the TAQ database of the New York Stock Exchange. Let $y_{i}^{*}$ be the observed price change of the $i$ th trade during the normal trading hours between 9:30AM to 4:00PM, Eastern Time. Due to the discreteness of $y_{i}^{*}$, as suggested by [75] Example 4.2, we divide the price changes into 7 categories, namely,

$$
(-\infty,-0.02), \quad[-0.02,-0.01), \quad[-0.01,0), \quad 0, \quad(0,0.01], \quad(0.01,0.02], \quad(0.02, \infty)
$$

where the unit is one U.S. dollar. The category associated with $y_{i}^{*}$ is thus defined as $Y_{i}$. If $y_{i}^{*}<-0.02$, we have $Y_{i}=1$, if $-0.02 \leq y_{i}^{*}<-0.01, Y_{i}=2$, and so on. We let $t_{i}$ be the time duration between $(i-1)$ th and $i$ th transactions, which is measured in seconds. Let $s_{i}$ be the normalized size of the transaction, which is the trading volume (number of shares) of the $i$ th trade divided by 100 . We also define six dummy variables for the price changes. Specifically, let

$$
z_{i, j}=\left\{\begin{array}{ll}
1 & \text { if } Y_{i}=j,  \tag{56}\\
0 & \text { if } Y_{i} \neq j,
\end{array} \quad j=2, \ldots, 7\right.
$$

Denote $z_{i}=\left(z_{i, 2}, \ldots, z_{i, 7}\right)^{\prime}$. Then in our study, we employ the following $9 d$ input variables,

$$
X_{i}:=\left\{z_{i-l}, y_{i-l}^{*}, t_{i-l}, s_{i-l} \mid l=1,2, \ldots, d\right\}
$$

where $d$ denotes the largest lag used in the time series. For this dataset, we want to predict trade-by-trade price change. On February 6, 2017, there were 29275 transactions available for the Walgreens stock. We use the first 27275 observations as the training subsample and reserve the last 2000 observations for out-of-sample prediction for comparison.

The well known ordered probit model [32] with $d=3$ is used as benchmark. Setting $d=3$, [75] compare the benchmark with several network models. In this particular instance, a 27-10-1 (feedforward) neural network appears to perform the best among the network models considered. The prediction results for both models are reported in Tables 5 and 6, respectively. In comparison, we apply Lasso methods with multinomial logistic regression to the data. Besides the main effects $X_{i}$, we also add two-way interactions between $y_{i-l}^{*}, t_{i-l}, s_{i-l}$ and $z_{i-l}, l=1,2, \ldots, d$. That is, there are a total of $27 d$ input variables. Note that adding two-way interactions does not improve the predictions of the benchmark. In both standard and robust Lasso procedures, we choose $d=16$. The optimal values of tuning parameters are chosen by a two-dimensional grid search using BIC; see also Section 2.2. The prediction results are summarized in Tables 7 and 8.

Table 5 shows that the ordered probit model does not perform well in prediction. As a matter of fact, the model predicts no price change for all of the last 2000 transactions. This is not surprising as the probability of no price change in the training subsample is $71.3 \%$. The forecasting results in Table 6 show that the 27-10-1 neural network is able to
correctly predict $3,47,1389$, and 11 times for Categories $1,3,4$, and 5 , respectively. Its misclassification rate is $27.5 \%$. In comparison, the standard Lasso procedure for multinomial logistic regression correctly predicts $2,5,35,1378,20$, and 3 times for Categories 1 , $2,3,4,5$, and 6 , respectively. The corresponding misclassification rate is $27.85 \%$. And the proposed robust Lasso procedure for multinomial logistic regression correctly predicts 3 , $6,32,1378,20,3$ and 1 times for Categories 1 to 7 , respectively. Its misclassification rate is also $27.85 \%$. The standard Lasso procedure and the robust Lasso procedure perform almost the same for the misclassification rate but the latter improves the predictions in most categories.

In some scenarios of multiclass classification, researchers assign different costs for classifying certain classes (see [19]); for example, it may be less costly to misclassify a benign tumor as cancerous than the opposite. In our particular example, the classes are unbalanced and we are more interested in big price changes. To this end, we use a cost matrix $W=\left(w_{j k}\right)_{j, k=1}^{7} \in \mathbb{R}_{+}^{7 \times 7}$, where $w_{j k} \geq 0$ is the cost (weights) for classifying an observation of class $j$ as class $k$. We assume $w_{j j}=0$ for each $j$. Then, the weighted empirical error is defined as

$$
\begin{equation*}
\operatorname{err}_{W}(g)=\frac{1}{n} \sum_{i \leq n} \sum_{j, k=1}^{7} w_{j k} \mathbf{1}_{\left\{g\left(X_{i}\right)=j, Y_{i}=k\right\}} \tag{57}
\end{equation*}
$$

where $g$ is a classifier. We further define $w_{j k}(k \neq j)$ as the reciprocal of the proportion of class $j$ among all the 29275 observations, i.e.,

$$
\begin{equation*}
w_{j k}=\left(\frac{1}{29275} \sum_{i=1}^{29275} \mathbf{1}_{\left\{Y_{i}=j\right\}}\right)^{-1}, \quad k \neq j \tag{58}
\end{equation*}
$$

Then, the weighted empirical errors for the 27-10-1 network, standard Lasso procedure and robust Lasso procedure are 4.09, 4.11 and 3.99, respectively. Therefore, both the standard Lasso procedure and robust Lasso procedure are compatible to the neural networks. From the weighted empirical error perspective, our robust Lasso procedure fares best. This example demonstrates that the standard Lasso procedure and robust Lasso procedure can be helpful in modeling trade-by-trade price changes in the financial market.

Table 5. Forecast tabulation for the ordered Probit model

|  | $Y_{i}$ | Predicted Categories |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 3 | 1 | 0 | 0 | 0 | 4 | 0 | 0 | 0 |
| \% | 2 | 0 | 0 | 0 | 100 | 0 | 0 | 0 |
| 8 | 3 | 0 | 0 | 0 | 180 | 0 | 0 | 0 |
| H | 4 | 0 | 0 | 0 | 1437 | 0 | 0 | 0 |
| ט | 5 | 0 | 0 | 0 | 174 | 0 | 0 | 0 |
| ® | 6 | 0 | 0 | 0 | 100 | 0 | 0 | 0 |
| $\sim$ | 7 | 0 | 0 | 0 | 5 | 0 | 0 | 0 |

Table 6. Forecast tabulation for a 27-10-1 feedforward neural network

| $Y_{i}$ |  | Predicted Categories |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 8 | 1 | 3 | 0 | 0 | 1 | 0 | 0 | 0 |
| - | 2 | 0 | 0 | 2 | 98 | 0 | 0 | 0 |
| $80$ | 3 | 0 | 0 | 47 | 129 | 4 | 0 | 0 |
| \% | 4 | 2 | 0 | 38 | 1389 | 8 | 0 | 0 |
| - | 5 | 0 | 0 | 11 | 152 | 11 | 0 | 0 |
| ฐ | 6 | 0 | 0 | 5 | 95 | 0 | 0 | 0 |
| $\sim$ | 7 | 0 | 0 | 0 | 5 | 0 | 0 | 0 |

Table 7. Forecast tabulation for the standard Lasso method

| $Y_{i}$ |  | Predicted Categories |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 0 | 1 | 2 | 1 | 0 | 1 | 0 | 0 | 0 |
| \% | 2 | 0 | 5 | 2 | 91 | 1 | 1 | 0 |
| $80$ | 3 | 0 | 0 | 35 | 134 | 11 | 0 | 0 |
| H | 4 | 1 | 7 | 23 | 1378 | 20 | 6 | 2 |
| - | 5 | 0 | 1 | 6 | 146 | 20 | 1 | 0 |
| ฐ | 6 | 0 | 1 | 0 | 94 | 2 | 3 | 0 |
| $\sim$ | 7 | 1 | 0 | 0 | 4 | 0 | 0 | 0 |

Table 8. Forecast tabulation for the robust Lasso method

| $Y_{i}$ |  | Predicted Categories |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 4 | 1 | 3 | 0 | 0 | 1 | 0 | 0 | 0 |
| \% | 2 | 0 | 6 | 2 | 90 | 1 | 1 | 0 |
| $80$ | 3 | 0 | 0 | 32 | 141 | 7 | 0 | 0 |
| せ | 4 | 0 | 7 | 24 | 1378 | 22 | 5 | 1 |
| - | 5 | 0 | 1 | 5 | 147 | 20 | 1 | 0 |
| త్రు | 6 | 0 | 1 | 0 | 96 | 0 | 3 | 0 |
| ¢ | 7 | 1 | 0 | 0 | 3 | 0 | 0 | 1 |

## Appendix D: Proofs of Main Theorems

Lemma D.1. Suppose Assumption 3 holds and $\lambda \geq 2\left|\nabla \mathcal{R}_{n}\left(\beta^{*}\right)\right|_{\infty}$. Let $\mathcal{N}=\left\{\beta \in \mathbb{R}^{p}\right.$ : $\left.\left|\beta-\beta^{*}\right|_{2}^{2} \leq c_{1} s \lambda^{2}, \beta-\beta^{*} \in \mathcal{C}(S)\right\}$, where $\mathcal{C}(S)$ is defined in (14) and $c_{1}>0$ is a constant. Suppose $\mathcal{R}_{n}(\beta)$ satisfies $\operatorname{LRSC}\left(\mathcal{C}(S), \mathcal{N}, \kappa_{\mathcal{R}}, \varphi_{\mathcal{R}}\right)$, where $\varphi_{\mathcal{R}}=c_{0} s \lambda^{2}$ for some positive constant $c_{0}$ and $\kappa_{\mathcal{R}}>0$ is a constant. Then,

$$
\begin{align*}
& \left|\hat{\beta}-\beta^{*}\right|_{2}^{2} \leq c_{2} s\left(\lambda / \kappa_{\mathcal{R}}\right)^{2}  \tag{59}\\
& \left|\hat{\beta}-\beta^{*}\right|_{1} \leq c_{3} s\left(\lambda / \kappa_{\mathcal{R}}\right) \tag{60}
\end{align*}
$$

where $c_{2}, c_{3}>0$ are constants.
Remark D.1. Note that the results of Lemma D. 1 can be extended to weakly sparsity case; see [20].

Proof. Let $\hat{\beta}_{t}=t \hat{\beta}+(1-t) \beta^{*}$. We set $t=1$ if $\left|\hat{\beta}-\beta^{*}\right|_{2} \leq \ell$ and $t=\ell /\left|\hat{\beta}-\beta^{*}\right|_{2}$ if $\left|\hat{\beta}-\beta^{*}\right|_{2}>\ell$. Denote $\hat{\Delta}=\hat{\beta}-\beta^{*}$ and $\hat{\Delta}_{t}=\hat{\beta}_{t}-\beta^{*}$. By [56] and Assumption 3, when $\lambda \geq 2\left|\nabla \mathcal{R}_{n}\left(\beta^{*}\right)\right|_{\infty}, \hat{\Delta}$ falls in the cone $\mathcal{C}(S)$.

Note that $\hat{\Delta}_{t} \in \mathcal{C}(S)$ as $t \leq 1$, and $\left|\hat{\Delta}_{t}\right|_{1}=\left|\hat{\beta}_{t}-\beta^{*}\right|_{1} \leq \ell . \operatorname{By} \operatorname{LRSC}\left(\mathcal{C}(S), \mathcal{N}, \kappa_{\mathcal{R}}, \varphi_{\mathcal{R}}\right)$, the symmetric Bregman divergence satisfies

$$
D_{\mathcal{R}}\left(\hat{\beta}_{t}, \beta^{*}\right)=\left(\hat{\beta}_{t}-\beta^{*}\right)^{\top}\left(\nabla \mathcal{R}_{n}\left(\hat{\beta}_{t}\right)-\nabla \mathcal{R}_{n}\left(\beta^{*}\right)\right) \geq \kappa_{\mathcal{R}}\left|\hat{\Delta}_{t}\right|_{2}^{2}-\varphi_{\mathcal{R}}
$$

By Lemma F. 2 in [22], $D_{\mathcal{R}}\left(\hat{\beta}_{t}, \beta^{*}\right) \leq t D_{\mathcal{R}}\left(\hat{\beta}, \beta^{*}\right)$. The Karush-Kuhn-Tucker (KKT) condition gives that $\nabla \mathcal{R}_{n}(\hat{\beta})+\lambda \zeta=0$ for some subgradient $\zeta$ of $|\beta|_{1}$ at $\beta=\hat{\beta}$. It follows that

$$
\begin{aligned}
\kappa_{\mathcal{R}}\left|\hat{\Delta}_{t}\right|_{2}^{2}-\varphi_{\mathcal{R}} & \leq t D_{\mathcal{R}}\left(\hat{\beta}, \beta^{*}\right)=\hat{\Delta}_{t}^{\top}\left(\nabla \mathcal{R}_{n}(\hat{\beta})-\nabla \mathcal{R}_{n}\left(\beta^{*}\right)\right) \leq \hat{\Delta}_{t}^{\top}\left(-\nabla \mathcal{R}_{n}\left(\beta^{*}\right)-\lambda \zeta\right) \\
& \leq 1.5 \lambda\left|\hat{\Delta}_{t}\right|_{1} \leq 6 \lambda\left|\left(\hat{\Delta}_{t}\right)_{S}\right|_{1} \leq 6 \lambda \sqrt{s}\left|\left(\hat{\Delta}_{t}\right)_{S}\right|_{2} \leq 6 \lambda \sqrt{s}\left|\hat{\Delta}_{t}\right|_{2}
\end{aligned}
$$

Hence, given $\varphi_{\mathcal{R}}=c_{0}^{\prime} s \lambda^{2} / \kappa_{\mathcal{R}}$,

$$
\left|\hat{\Delta}_{t}\right|_{2} \leq C_{1} \sqrt{s}\left(\lambda / \kappa_{\mathcal{R}}\right)
$$

If choose $\ell>C_{1} \sqrt{s}\left(\lambda / \kappa_{\mathcal{R}}\right)$, then $\hat{\Delta}_{t}=\hat{\Delta}$. It follows that $\left|\hat{\beta}-\beta^{*}\right|_{2}^{2} \leq C_{1}^{2} s\left(\lambda / \kappa_{\mathcal{R}}\right)^{2}$.
Moreover, over the cone $\mathcal{C}(S)$,

$$
\left|\hat{\beta}-\beta^{*}\right|_{1} \leq 4\left|\left(\hat{\beta}-\beta^{*}\right)_{S}\right|_{1} \leq 4 \sqrt{s}\left|\hat{\beta}-\beta^{*}\right|_{2} \leq C_{1} s\left(\lambda / \kappa_{\mathcal{R}}\right)
$$

Lemma D.2. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty,\left|r^{\prime}(x)\right| \leq M_{1}<\infty$ and $\left|r^{\prime \prime}(x)\right| \leq M_{2}<\infty$ for any $x \in \mathbb{R}$. Also assume $\left\|\left\|X .\left.\right|_{\infty}\right\|_{\gamma, \alpha_{X}}<\infty,\right\| Y . \|_{q, \alpha_{Y}}<\infty$, where $\gamma>16 / 7, q>2$, $\alpha_{X}>21 / 2-8 / \gamma, \alpha_{Y}>1 / 2-1 / \gamma-1 / q$. Let $1 / \chi=1 / \gamma+1 / q<1 / 2, \alpha_{1}=\min \left\{\alpha_{X}, \alpha_{Y}\right\}$
and $\alpha_{2}=\alpha_{X} / 7-1$. It holds that, in an event with probability at most $C_{1}(\log p)^{-\chi}+$ $C_{2}(\log p)^{-7 \gamma / 8}+p^{-C_{3}}$

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)\right) X_{i}\right|_{\infty}>C_{4} a_{p, 1} \sqrt{\frac{\log p}{n}}+\frac{C_{5} a_{p, 2}(\log p)^{3 / 2}}{n^{1-1 / q-1 / \gamma}}+\frac{C_{6} a_{p, 3}(\log p)^{3 / 2}}{n^{1-8 /(7 \gamma)}} \tag{61}
\end{equation*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4}, C_{5}, C_{6}>0$ are constants, $C_{3}$ and $C_{5}$ only depend on $L$, and

$$
\begin{aligned}
& a_{p, 1}=\max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{1}}\|Y .\|_{q, \alpha_{1}}+\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}^{1 / 7} \max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{X}}+\max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{2}}, \\
& a_{p, 2}=\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{1}}\|Y .\|_{q, \alpha_{1}} \\
& a_{p, 3}=\left\|\left|X .\left.\right|_{\infty}\left\|_{\gamma, \alpha_{X}}^{1 / 7}\right\| X .\left.\right|_{\infty}\left\|_{\gamma, \alpha_{X}}+\right\|\right| X .\left.\right|_{\infty}\right\|_{\gamma, \alpha_{2}} .
\end{aligned}
$$

Proof. As $\mathbb{E}\left(Y_{i} \mid X_{i}\right)=r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)$,

$$
\begin{aligned}
\left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)\right) X_{i}\right|_{\infty} & \leq\left|\frac{1}{n} \sum_{i=1}^{n} Y_{i} X_{i}-\mathbb{E} Y_{i} X_{i}\right|_{\infty}+\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}-\mathbb{E} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}\right|_{\infty} \\
& :=\mathrm{I}+\mathrm{II}
\end{aligned}
$$

We bound the above two terms one by one.
We first consider I. Let $1 / \chi=1 / \gamma+1 / q$. By Hölder's inequality, we have for $m \geq 0$ that

$$
\begin{aligned}
& \sum_{l=m}^{\infty}\left\|\max _{j}\left|X_{l j} Y_{l}-X_{l j,\{0\}} Y_{l,\{0\}}\right|\right\|_{\chi} \\
\leq & \sum_{l=m}^{\infty}\left(\left\|\max _{j}\left|X_{l j}\left(Y_{l}-Y_{l,\{0\}}\right)\right|\right\|_{\chi}+\left\|\max _{j}\left|\left(X_{l j}-X_{l j,\{0\}}\right) Y_{l,\{0\}}\right|\right\|_{\chi}\right) \\
= & \sum_{l=m}^{\infty}\left(\left\|\max _{j}\left|X_{l j}\right|\right\|_{\gamma}\left\|Y_{l}-Y_{l,\{0\}}\right\|_{q}+\left\|\max _{j}\left|X_{l j}-X_{l j,\{0\}}\right|\right\|_{\gamma}\left\|Y_{l,\{0\}}\right\|_{q}\right) .
\end{aligned}
$$

Since $\alpha_{1}=\min \left(\alpha_{X}, \alpha_{Y}\right)$, the dependence adjusted norm satisfies for $\chi$

$$
\left\|\max _{j}\left|X_{. j} Y\right|\right\|_{\chi, \alpha_{1}} \leq\left\|\max _{j}\left|X_{. j}\right|\right\|_{\gamma, 0}\left\|Y_{.}\right\|_{q, \alpha_{1}}+\left\|\max _{j}\left|X_{. j}\right|\right\|_{\gamma, \alpha_{1}}\left\|Y_{.}\right\|_{q, 0} \leq 2\left\|\left|X_{.}\right|_{\infty}\right\|_{\gamma, \alpha_{1}}\left\|Y_{.}\right\|_{q, \alpha_{1}}
$$

Similarly, we can obtain

$$
\left\|X_{. j} Y .\right\|_{\chi, \alpha_{1}} \leq\left\|X_{. j}\right\|_{\gamma, 0}\|Y .\|_{q, \alpha_{1}}+\left\|X_{. j}\right\|_{\gamma, \alpha_{1}}\|Y .\|_{q, 0} \leq 2\|X .\|_{\gamma, \alpha_{1}}\|Y .\|_{q, \alpha_{1}}
$$

Let $\alpha_{X}>21 / 2-8 / \gamma$ and $\alpha_{Y}>1 / 2-1 / \gamma-1 / q$. Then $\alpha_{1}=\min \left\{\alpha_{X}, \alpha_{Y}\right\}>1 / 2-1 / \chi$. Applying Theorem A.1, we have

$$
\begin{equation*}
\mathrm{I} \gtrsim \sqrt{\frac{\log p}{n}} \max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{1}}\left\|Y_{.}\right\|_{q, \alpha_{1}}+n^{1 / q+1 / \gamma-1}(\log p)^{3 / 2}\left\|\left|X_{.}\right|_{\infty}\right\|_{\gamma, \alpha_{1}}\|Y .\|_{q, \alpha_{1}} \tag{62}
\end{equation*}
$$

in an event with probability at least $1-C_{1}(\log p)^{-\chi}-p^{-C_{2}}$.
Next, we consider II. Let $1 / \phi=1 / \gamma+1 / K$, where $K \geq \gamma$ will be specified later. Again, by Hölder's inequality, we have for $m \geq 0$ that,

$$
\begin{aligned}
& \sum_{i=m}^{\infty}\left\|\max _{j}\left|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i j}-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right) X_{i j,\{0\}}\right|\right\|_{\phi} \\
\leq & \sum_{i=m}^{\infty}\left(\left\|\max _{j}\left|\left[r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right)\right] X_{i j}\right|\right\|_{\phi}+\left\|\max _{j}\left|r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right)\left[X_{i j}-X_{i j,\{0\}}\right]\right|\right\|_{\phi}\right) \\
\leq & \sum_{i=m}^{\infty} M_{1}\left\|\max _{j}\left|X_{i}-X_{i,\{0\}}\right|\right\|_{\phi}+\sum_{i=m}^{\infty}\left\|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right)\right\|_{K}\left\|\max _{j}\left|X_{i j}\right|\right\|_{\gamma} .
\end{aligned}
$$

Let $R_{0}=L /\left(2 M_{1}\right)$. As $\sum_{i=m}^{\infty}\left\|\left|X_{i}-X_{i,\{0\}}\right|_{\infty}\right\|_{\gamma}=O\left((m+1)^{-\alpha_{X}}\left\|\left|X .| |_{\infty} \|_{\gamma, \alpha_{X}}\right)\right.\right.$,

$$
\begin{aligned}
\sum_{i=m}^{\infty}\left\|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right)\right\|_{K} & \leq \sum_{i=m}^{\infty}\left\|\min \left\{2 M_{1}, L\left|X_{i}-X_{i,\{0\}}\right|_{\infty}\right\}\right\|_{K} \\
& \leq 2 M_{1} \sum_{i=m}^{\infty}\left(\mathbb{E} \min \left\{1, R_{0}\left|X_{i}-X_{i,\{0\}}\right|_{\infty}\right\}^{K}\right)^{1 / K} \\
& \leq 2 M_{1} \sum_{i=m}^{\infty}\left(\mathbb{E} \min \left\{1, R_{0}\left|X_{i}-X_{i,\{0\}}\right|_{\infty}\right\}^{\gamma}\right)^{1 / K} \\
& \leq 2 M_{1} \sum_{i=m}^{\infty} R_{0}^{\gamma / K} \frac{\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}^{\gamma / K}}{(l+1)^{\alpha_{X} \gamma / K}}
\end{aligned}
$$

Thus, we need $\alpha_{X} \gamma / K>1$. By setting $K=7 \gamma$, we have $1 / \phi=8 /(7 \gamma)<1 / 2$ and $\alpha_{2}=\alpha_{X} \gamma / K-1=\alpha_{X} / 7-1>1 / 2-8 /(7 \gamma)=1 / 2-1 / \phi>0$. Meanwhile,

$$
\sum_{i=m}^{\infty}\left\|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right)\right\|_{K} \leq 2 M_{1} R_{0}^{1 / 7}\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}^{1 / 7}
$$

It follows that

$$
\begin{aligned}
\left\|\max _{j}\left|r^{\prime}\left(X^{\top} \beta^{*}\right) X_{. j}\right|\right\|_{\phi, \alpha_{2}} & =\sup _{m \geq 0}(m+1)^{\alpha_{2}} \sum_{i=m}^{\infty}\left\|\max _{j}\left|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i j}-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right) X_{i j,\{0\}}\right|\right\|_{\phi} \\
& \leq M_{1}\left\|\max _{j}\left|X_{. j}\right|\right\|_{\phi, \alpha_{2}}+2 M_{1} R_{0}^{1 / 7}\left\|\left|X .\left.\right|_{\infty}\left\|_{\gamma, \alpha_{X}}^{1 / 7}\right\| \max _{j}\right| X_{i j} \mid\right\|_{\gamma} \\
& \leq M_{1}\left\|\max _{j}\left|X_{. j}\right|\right\|_{\phi, \alpha_{2}}+\left(2 M_{1}\right)^{6 / 7} L^{1 / 7}\left\|\left|X .\left.\right|_{\infty}\left\|_{\gamma, \alpha_{X}}^{1 / 7}\right\| \max _{j}\right| X_{i j} \mid\right\|_{\gamma}
\end{aligned}
$$

As $\alpha_{2}>1 / 2-1 / \phi$, Theorem A. 1 implies that

$$
\begin{align*}
\mathrm{II} \gtrsim & \sqrt{\frac{\log p}{n}}\left(L^{1 / 7}\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{X}}^{1 / 7} \max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{X}}+\max _{j}\left\|X_{. j}\right\|_{\gamma, \alpha_{2}}\right) \\
& +n^{8 /(7 \gamma)-1}(\log p)^{3 / 2}\left(L^{1 / 7}\left\|\left|X .\left.\right|_{\infty}\left\|_{\gamma, \alpha_{X}}^{1 / 7}\right\|\right| X .\left.\right|_{\infty}\right\|_{\gamma, \alpha_{X}}+\left\||X .|_{\infty}\right\|_{\gamma, \alpha_{2}}\right) \tag{63}
\end{align*}
$$

in an event with probability at least $1-C_{3}(\log p)^{-7 \gamma / 8}-p^{-C_{4}}$.
Then Lemma D. 2 follows from (62) and (63).
Proof of Lemma 3.1. We first prove the $\operatorname{RSC}$ of $\mathcal{R}_{n}(\beta)$ at $\beta=\beta^{*}$ over the cone $\mathcal{C}(S)$

$$
\mathcal{C}(S)=\left\{\Delta \in \mathbb{R}^{p}:\left|\Delta_{S^{c}}\right|_{1} \leq 3\left|\Delta_{S}\right|_{1}\right\}
$$

for $S \subset\{1,2, \ldots, p\}$ and $|S|_{0}=s$. Let $\gamma^{\prime}=\gamma / 2, K=7 \gamma^{\prime}=7 \gamma / 2,1 / \phi^{\prime}=1 / \gamma^{\prime}+1 / K$ and $\alpha_{2}=\alpha_{X} \gamma^{\prime} / K-1=\alpha_{X} / 7-1>1 / 2-8 /(7 \gamma)>1 / 2-1 / \phi^{\prime}>0$. Similarly to the proof of Lemma D.2, we can show that in an event with probability at least $1-c_{1}(\log p)^{-7 /(16 \gamma)}-p^{-c_{2}}$,
$\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}-\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}\right|_{\infty} \leq c_{3} a_{p, 4} \sqrt{\frac{\log p}{n}}+c_{4} a_{p, 5} n^{16 /(7 \gamma)-1}(\log p)^{3 / 2}$,
where $c_{1}, c_{2}, c_{3}, c_{4}>0$ and $c_{3}, c_{4}$ only depend on $L$.
Next, we bound the difference of $n^{-1} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(X_{i}^{\top} \beta\right) X_{i} X_{i}^{\top} \Delta$ and $n^{-1} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top} \Delta$ to control LRSC within a neighborhood of $\beta^{*}$. Basic calculation shows that

$$
\begin{align*}
& \left|\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(X_{i}^{\top} \beta\right) X_{i} X_{i}^{\top} \Delta-\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top} \Delta\right| \\
= & \left|\frac{1}{n} \sum_{i=1}^{n}\left[r^{\prime \prime}\left(X_{i}^{\top} \beta\right)-r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right)\right] \Delta^{\top} X_{i} X_{i}^{\top} \Delta\right| \\
\leq & \max _{i}\left|r^{\prime \prime}\left(X_{i}^{\top} \beta\right)-r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right)\right| \cdot \frac{1}{n} \sum_{i=1}^{n}\left(X_{i}^{\top} \Delta\right)^{2} . \tag{64}
\end{align*}
$$

Let

$$
\lambda_{0}=c_{3} a_{p, 4} \sqrt{\frac{\log p}{n}}+c_{4} a_{p, 5} n^{16 /(7 \gamma)-1}(\log p)^{3 / 2}
$$

As $\sup _{|\nu|_{2}=1} \mathbb{E}\left|X_{i}^{\top} \nu\right|^{\gamma} \leq c_{0}$ and $\Delta \in \mathcal{C}(S)$, we can show that in an event with probability at least $1-c_{1}(\log p)^{-7 /(16 \gamma)}-p^{-c_{2}}$,

$$
\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}^{\top} \Delta\right)^{2} \leq c_{0}|\Delta|_{2}^{2}+c^{\prime} \lambda_{0} \cdot|\Delta|_{1}^{2} \leq c_{0}|\Delta|_{2}^{2}+c^{\prime} s \lambda_{0} \cdot|\Delta|_{2}^{2} \leq 2 c_{0}|\Delta|_{2}^{2}
$$

By Markov inequality, setting $x \asymp n^{2 / \gamma}$, for any $|\nu|_{2}=1$

$$
\begin{equation*}
\mathbb{P}\left(\max _{i}\left|X_{i}^{\top} \nu\right|>x\right) \leq n \cdot \frac{\mathbb{E}\left|X_{i}^{\top} \nu\right|^{\gamma}}{x^{\gamma}} \leq c_{0} n^{-1} \tag{65}
\end{equation*}
$$

As $\left|\beta-\beta^{*}\right|_{2}^{2} \leq C_{1} s \lambda^{2}$, over the cone $\mathcal{C}(S)$,

$$
\max _{i}\left|r^{\prime \prime}\left(X_{i}^{\top} \beta\right)-r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right)\right| \leq M_{3} c^{\prime}\left|\beta-\beta^{*}\right|_{2} n^{2 / \gamma} \leq M_{3} c^{\prime} n^{2 / \gamma} \sqrt{s} \lambda
$$

Hence, we have, for any $\beta \in \mathcal{N}$,

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(X_{i}^{\top} \beta\right) X_{i} X_{i}^{\top} \Delta \geq \kappa_{\mathrm{H}}|\Delta|_{2}^{2}-\lambda_{0}|\Delta|_{1}^{2}-2 c_{0}^{\prime}|\Delta|_{2}^{2} \geq\left(\kappa_{\mathrm{H}} / 2\right)|\Delta|_{2}^{2} \tag{66}
\end{equation*}
$$

Proof of Theorem 3.1. Theorem 3.1 follows from Lemma D.2, Lemma 3.1 and Lemma D.1.

Proof of Proposition 3.1. The proof of Proposition 3.1 is similar to that of Theorem 3.1, and thus is omitted. Specifically, we need to replace the concentration inequality Theorem A. 1 by Fuk-Nagaev inequality in Lemma D. 2 of [17]. As we do not need to use the condition $\left|\beta^{*}\right|_{1} \leq L$ to derive functional dependence measure, the proof can be simplified.

Lemma D.3. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty,\left|r^{\prime}(x)\right| \leq M_{1}<\infty$ and $\left|r^{\prime \prime}(x)\right| \leq M_{2}<\infty$ for any $x \in \mathbb{R}$. Also assume $\max _{1 \leq j \leq p}\left\|X_{. j}\right\|_{\psi_{\iota}}<\infty, \| Y$. $\|_{\psi_{\nu}}<\infty$, where $\iota, \nu>0$.
(i). It holds that, in an event with probability at most $p^{-C_{1}}$

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)\right) X_{i}\right|_{\infty}>C_{2} \max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}\|Y .\|_{\psi_{\nu}} \frac{(\log p)^{1 / 2+\nu+\iota}}{\sqrt{n}}+C_{3} \max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}^{2} \frac{(\log p)^{1 / 2+2 \iota}}{\sqrt{n}} \tag{67}
\end{equation*}
$$

where $C_{1}, C_{2}>0$ are constants, and $C_{3}>0$ only depends on $L$.
(ii). Assume the process $X_{i}$ and $Y_{i}$ also satisfy geometric moment contraction $\left\|X_{. j}\right\|_{4, \mathrm{GMC}}<$ $\infty$ for some constant $0<\rho_{j}<1,\|Y\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{y}<1$, and $\rho=\min \left\{\rho_{j}, \rho_{y}\right\} \in(0,1)$. Then, in an event with probability at most $p^{-C_{4}}$,

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)\right) X_{i}\right|_{\infty}>C_{5} b_{p, 1} \sqrt{\frac{\log p}{n}}+\frac{C_{6}(\log p+\log n)^{1+\iota+\nu}}{n}+\frac{C_{7}(\log p+\log n)^{1+\iota}}{n} \tag{68}
\end{equation*}
$$

where $C_{4}, C_{5}, C_{6}, C_{7}>0$ are constants, and

$$
b_{p, 1}=\max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\|Y .\|_{4, \mathrm{GMC}}+L \max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}^{2}
$$

Proof. As $\mathbb{E}\left(Y_{i} \mid X_{i}\right)=r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)$,

$$
\begin{aligned}
\left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)\right) X_{i}\right|_{\infty} & \leq\left|\frac{1}{n} \sum_{i=1}^{n} Y_{i} X_{i}-\mathbb{E} Y_{i} X_{i}\right|_{\infty}+\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}-\mathbb{E} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}\right|_{\infty} \\
& :=\mathrm{I}+\mathrm{II}
\end{aligned}
$$

We first consider the case (i). Let $\gamma=\phi(1+\iota / \nu)$ and $q=\phi(1+\nu / \iota)$. Then

$$
\begin{aligned}
\sum_{l=0}^{\infty}\left\|X_{l j} Y_{l}-X_{l j,\{0\}} Y_{l,\{0\}}\right\|_{\phi} & \leq \sum_{l=0}^{\infty}\left(\left\|X_{l j}\right\|_{\gamma}\left\|Y_{l}-Y_{l,\{0\}}\right\|_{q}+\left\|\left|X_{l j}-X_{l j,\{0\}}\right|\right\|_{\gamma}\left\|Y_{l,\{0\}}\right\|_{q}\right) \\
& \leq 2 \Delta_{0, \gamma, j} \Delta_{0, q, y}
\end{aligned}
$$

By the definition of $\gamma$ and $q$, we have

$$
\left\|X_{. j} Y .\right\|_{\psi_{\nu+\iota}} \leq \sup _{\phi \geq 2} \frac{2 \Delta_{0, \gamma, j} \Delta_{0, q, y}}{\phi^{\iota+\nu}} \leq 2\left\|X_{. j}\right\|_{\psi_{\imath}}\|Y .\|_{\psi_{\nu}} \sup _{\phi \geq 2} \frac{\gamma^{\iota} q^{\nu}}{\phi^{\iota+\nu}}=2 c\left\|X_{. j}\right\|_{\psi_{\imath}}\|Y .\|_{\psi_{\nu}}
$$

where $c=(1+\iota / \nu)^{\iota}(1+\nu / \iota)^{\nu}$. Then, applying Theorem A.2(ii) with $\alpha=2 /(1+2 \nu+2 \iota)$, we have, in an event with probability at least $1-p^{-c_{1}}$,

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n} Y_{i} X_{i}-\mathbb{E} Y_{i} X_{i}\right|_{\infty} \lesssim \frac{(\log p)^{1 / 2+\nu+\iota}}{\sqrt{n}} \max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}\left\|Y_{.}\right\|_{\psi_{\nu}} \tag{69}
\end{equation*}
$$

For II,

$$
\begin{aligned}
& \sum_{i=0}^{\infty}\left\|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i j}-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right) X_{i j,\{0\}}\right\|_{\phi} \\
\leq & \sum_{i=0}^{\infty}\left\|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)\left[X_{i j}-X_{i j,\{0\}}\right]\right\|_{\phi}+\sum_{i=0}^{\infty}\left\|\left[r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right)\right] X_{i j,\{0\}}\right\|_{\phi} \\
\leq & M_{1} \Delta_{0, \phi, j}+\sum_{i=0}^{\infty}\left\|r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(X_{i,\{0\}}^{\top} \beta^{*}\right)\right\|_{2 \phi}\left\|X_{i j,\{0\}}\right\|_{2 \phi} \\
\leq & M_{1} \Delta_{0, \phi, j}+M_{2} L \max _{k} \sum_{i=0}^{\infty}\left\|X_{i k}-X_{i k,\{0\}}\right\|_{2 \phi}\left\|X_{i j}\right\|_{2 \phi} \\
\leq & M_{1} \Delta_{0, \phi, j}+M_{2} L \max _{k} \Delta_{0,2 \phi, k} \Delta_{0,2 \phi, j}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left\|r^{\prime}\left(X_{.}^{\top} \beta^{*}\right) X_{. j}\right\|_{\psi_{2 \nu}} & \leq \sup _{\phi \geq 2} \frac{M_{1} \Delta_{0, \phi, j}+M_{2} L \max _{k} \Delta_{0,2 \phi, k} \Delta_{0,2 \phi, j}}{\phi^{2 \iota}} \\
& \leq M_{1}\left\|X_{. j}\right\|_{\psi_{\iota}}+M_{2} L\left\|X_{. j}\right\|_{\psi_{\iota}} \max _{k}\left\|X_{. k}\right\|_{\psi_{\iota}}
\end{aligned}
$$

Again, Theorem A.2(ii) implies that, in an event with probability at least $1-p^{-c_{2}}$,

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}-\mathbb{E} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}\right|_{\infty} \lesssim \frac{(\log p)^{1 / 2+2 \iota}}{\sqrt{n}} \max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}^{2} \tag{70}
\end{equation*}
$$

Part (i) is completed by (69) and (70).

Next, we shall prove (ii). Let $1 / \phi_{0}=\iota+\nu$. Elementary calculation shows that

$$
\begin{aligned}
\mathbb{P}\left(\left|X_{i j} Y_{i}\right|>x\right) & \leq \mathbb{P}\left(\left|X_{i j}\right|>x^{\phi_{0} \iota}\right)+\mathbb{P}\left(\left|Y_{i}\right|>x^{\phi_{0} \nu}\right) \leq c_{3} \exp \left(-c_{4} x^{\phi_{0}}\right)+c_{5} \exp \left(-c_{6} x^{\phi_{0}}\right) \\
& \leq c_{7} \exp \left(-c_{8} x^{\phi_{0}}\right)
\end{aligned}
$$

By Hölder's inequality, for $\rho=\min \left\{\rho_{j}, \rho_{y}\right\}$,

$$
\begin{aligned}
& \rho^{-m} \sum_{i=m}^{\infty}\left\|Y_{i} X_{i j}-Y_{i,\{0\}} X_{i j,\{0\}}\right\|_{2} \\
\leq & \rho^{-m} \sum_{i=m}^{\infty}\left\|Y_{i}\right\|_{4}\left\|X_{i j}-X_{i j,\{0\}}\right\|_{4}+\rho^{-m} \sum_{i=m}^{\infty}\left\|Y_{i}-Y_{i,\{0\}}\right\|_{4}\left\|X_{i j,\{0\}}\right\|_{4} \\
\leq & \left\|X_{. j}\right\|_{4, \mathrm{GMC}}\left\|Y_{i}\right\|_{4}+\left\|X_{i j}\right\|_{4}\|Y .\|_{4, \mathrm{GMC}}
\end{aligned}
$$

It follows that

$$
\left\|Y_{. X_{. j}}\right\|_{2, \mathrm{GMC}} \leq 2\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\|Y .\|_{4, \mathrm{GMC}}
$$

Let $1 / \phi_{1}=1+1 / \phi_{0}=1+\iota+\nu$. Applying Theorem A. 4 with $x \asymp \sqrt{n \log p} \max _{j}\left\|Y X_{. j}\right\|_{2, \mathrm{GMC}}+$ $(\log p+\log n)^{1 / \phi_{1}}$, we have, in an event with probability at most $p^{-c_{9}}$,

$$
\max _{j}\left|\frac{1}{n} \sum_{i=1}^{n} X_{i j} Y_{i}-\mathbb{E} X_{i j} Y_{i}\right| \geq c_{10} \max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\|Y .\|_{4, \mathrm{GMC}} \sqrt{\frac{\log p}{n}}+\frac{c_{11}(\log p+\log n)^{1+\iota+\nu}}{n}
$$

Similarly, we can show

$$
\left\|r^{\prime}\left(X_{.}^{\top} \beta^{*}\right) X_{. j}\right\|_{2, \mathrm{GMC}} \leq M_{2} L \max _{k}\left\|X_{. k}\right\|_{4, \mathrm{GMC}}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}+M_{1}\left\|X_{. j}\right\|_{2, \mathrm{GMC}}<\infty
$$

As $\left|r^{\prime}\left(X^{\top} \beta^{*}\right)\right| \leq M_{1}$, Theorem A. 4 implies that, in an event with probability at most $p^{-c_{12}}$,
$\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}-\mathbb{E} r^{\prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i}\right|_{\infty} \geq c_{13} L \max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}^{2} \sqrt{\frac{\log p}{n}}+\frac{c_{14}(\log p+\log n)^{1+\iota}}{n}$.
Then, part (ii) is also proved.

Proof of Lemma 3.2. (i). Similarly to the proof of part (i) in Lemma D.3, we can show that in an event with probability at least $1-p^{-c_{1}}$,

$$
\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}-\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}\right|_{\infty} \leq c_{2} L \max _{j}\left\|X_{. j}\right\|_{\psi_{\iota}}^{3} \frac{(\log p)^{1 / 2+3 \iota}}{\sqrt{n}}
$$

where $c_{1}, c_{2}>0$. In addition, as $\sup _{\gamma \geq 1} \sup _{|\nu|_{2}=1} \gamma^{-\iota}\left\|X_{i}^{\top} \nu\right\|_{\gamma} \leq c_{0}$, for any $|\theta|_{2}=1$,

$$
\mathbb{P}\left(\max _{i}\left|X_{i}^{\top} \theta\right| \geq c x\right) \leq c^{\prime} n \exp \left(-c^{\prime} x^{1 / \iota}\right)
$$

Setting $x \asymp(\log n)^{\iota}$, we have

$$
\mathbb{P}\left(\max _{i}\left|X_{i}^{\top} \theta\right| \geq c(\log n)^{\iota}\right) \leq n^{-c_{3}}
$$

As $\left|\beta-\beta^{*}\right|_{2}^{2} \leq C_{1} s \lambda^{2}$, over the cone $\mathcal{C}(S)$, in an event with probability at least $1-n^{-c_{3}}$

$$
\max _{i}\left|r^{\prime \prime}\left(X_{i}^{\top} \beta\right)-r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right)\right| \leq M_{3} c(\log n)^{\iota}\left|\beta-\beta^{*}\right|_{2} \leq M_{3} c(\log n)^{\iota} \sqrt{s} \lambda
$$

Then, employing the same arguments in the proof of Lemma 3.1, we can establish LRSC.
(ii). Similarly to the proof of part (ii) in Lemma D.3, we can show that in an event with probability at least $1-p^{-c_{1}}$,

$$
\begin{aligned}
& \quad\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}-\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}\right|_{\infty} \\
& \leq c_{2} L \max _{j}\left\|X_{. j}\right\|_{6, \mathrm{GMC}}^{3} \sqrt{\frac{\log p}{n}}+\frac{c_{3}(\log p+\log n)^{1+2 \iota}}{n}
\end{aligned}
$$

where $c_{1}, c_{2}, c_{3}>0$. Then, adopting the same procedures in the proof of Lemma 3.1, we can establish LRSC.

Proof of Theorem 3.2. Theorem 3.2 follows from Lemma D.3, Lemma 3.2 and Lemma D.1.

Proof of Proposition 3.2. The proof of Proposition 3.2 is also similar to that of Theorem 3.2(ii), and thus is omitted. Specifically, we need to replace Theorem A. 2 by the concentration inequality in (1.4) of [53], which concerns exponential inequality for independent random variables. As we do not need to use the condition $\left|\beta^{*}\right|_{1} \leq L$ to derive functional dependence measure, the proof can be much simplified.

Proof of Corollary 3.1. We only prove the case under the conditions of Theorem 3.1, and proofs of the other two cases are similar. The specific technique was developed by [46]. The following proof is similar to that of Corollary 3 in [46]. Let $\hat{Q}:=\int_{0}^{1} \nabla^{2} \mathcal{R}_{n}\left(\beta^{*}+\right.$ $\left.t\left(\hat{\beta}-\beta^{*}\right)\right) \mathrm{d} t, \mathcal{R}(\beta)=\mathbb{E} \mathcal{R}_{n}(\beta)$ and $\nabla^{2} \mathcal{R}(\beta)=\mathbb{E} H_{n}(\beta)$. By the fundamental theorem of calculus for vector-valued functions, $\hat{Q}\left(\hat{\beta}-\beta^{*}\right)=\nabla \mathcal{R}_{n}(\hat{\beta})-\nabla \mathcal{R}_{n}\left(\beta^{*}\right)$.

By Theorem 3.1, in an event $\Omega$ with probability at most $1-C_{1}(\log p)^{-\chi}-C_{2}(\log p)^{-7 \gamma / 16}-$ $n^{-1}-p^{-C_{3}}$,

$$
\left|\hat{\beta}-\beta^{*}\right|_{2} \leq \sqrt{s} \lambda
$$

Note that

$$
\hat{Q}-\nabla^{2} \mathcal{R}_{n}\left(\beta^{*}\right)=\int_{0}^{1} \frac{1}{n} \sum_{i=1}^{n}\left(r^{\prime \prime}\left(X_{i}^{\top}\left(\beta^{*}+t\left(\hat{\beta}-\beta^{*}\right)\right)\right)-r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right)\right) X_{i} X_{i}^{\top} \mathrm{d} t
$$

For each pair $v, w \in \mathbb{R}^{p}$, we have

$$
\left|v^{\top}\left(\hat{Q}-\nabla^{2} \mathcal{R}_{n}\left(\beta^{*}\right)\right) w\right| \leq \frac{M_{3}}{2}\left|\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}^{\top}\left(\hat{\beta}-\beta^{*}\right)\right)\left(X_{i}^{\top} v\right)\left(X_{i}^{\top} w\right)\right|
$$

Employing similar arguments in the proof of Lemma 3.1, we can show, in the event $\Omega$,

$$
\begin{aligned}
\left\|\hat{Q}_{S S}-\nabla^{2} \mathcal{R}_{n}\left(\beta^{*}\right)_{S S}\right\|_{2} & \lesssim n^{2 / \gamma} \sqrt{s} \lambda \\
\left\|\nabla^{2} \mathcal{R}_{n}\left(\beta^{*}\right)_{S S}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right\|_{2} & \lesssim s \lambda
\end{aligned}
$$

If follows that

$$
\left\|\hat{Q}_{S S}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right\|_{2} \lesssim n^{2 / \gamma} \sqrt{s} \lambda+s \lambda
$$

By the matrix inequality that $\left\|A^{-1}-B^{-1}\right\|_{2} \leq\left\|A^{-1}\right\|_{2}^{2}\|A-B\|_{2} /\left[1-\left\|A^{-1}\right\|_{2}\|A-B\|_{2}\right]$, we have

$$
\begin{equation*}
\left\|\left(\hat{Q}_{S S}\right)^{-1}-\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{2} \lesssim n^{2 / \gamma} \sqrt{s} \lambda+s \lambda \tag{71}
\end{equation*}
$$

A similar argument shows that in the event $\Omega$,

$$
\begin{aligned}
\max _{j \in S^{c}}\left|e_{j}^{\top}\left(\hat{Q}_{S^{c} S}-\nabla^{2} \mathcal{R}_{n}\left(\beta^{*}\right)_{S^{c} S}\right)\right|_{2} \lesssim n^{2 / \gamma} \sqrt{s} \lambda \\
\max _{j \in S^{c}}\left|e_{j}^{\top}\left(\nabla^{2} \mathcal{R}_{n}\left(\beta^{*}\right)_{S^{c} S}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\right)\right|_{2} \lesssim \sqrt{s} \lambda
\end{aligned}
$$

Then, in the event $\Omega$,

$$
\begin{equation*}
\max _{j \in S^{c}}\left|e_{j}^{\top}\left(\hat{Q}_{S^{c} S}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\right)\right|_{2} \lesssim n^{2 / \gamma} \sqrt{s} \lambda \tag{72}
\end{equation*}
$$

Let

$$
\left|\hat{Q}_{S^{c} S}\left(\hat{Q}_{S S}\right)^{-1} \nabla \mathcal{R}_{n}\left(\beta^{*}\right)_{S}\right|_{\infty} \leq \mathrm{I}+\mathrm{II}
$$

where

$$
\begin{aligned}
\mathrm{I} & =\left|\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1} \nabla \mathcal{R}_{n}\left(\beta^{*}\right)_{S}\right|_{\infty} \\
\mathrm{II} & =\left|\left\{\hat{Q}_{S^{c} S}\left(\hat{Q}_{S S}\right)^{-1}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\} \nabla \mathcal{R}_{n}\left(\beta^{*}\right)_{S}\right|_{\infty}
\end{aligned}
$$

By Lemma D.2, in the event $\Omega$,

$$
\begin{equation*}
\left|\nabla R_{n}\left(\beta^{*}\right)\right|_{\infty}=\left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)\right) X_{i}\right|_{\infty} \leq \frac{1}{2} \lambda \tag{73}
\end{equation*}
$$

By the incoherence condition, it follows that $\mathrm{I} \lesssim \lambda$. Turning to II, we have,

$$
\mathrm{II} \leq \max _{j \in S^{c}}\left|e_{j}^{\top}\left\{\hat{Q}_{S^{c} S}\left(\hat{Q}_{S S}\right)^{-1}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\}\right|_{2}\left|\nabla \mathcal{R}_{n}\left(\beta^{*}\right)_{S}\right|_{2}
$$

Elementary calculation shows that

$$
\begin{aligned}
& \max _{j \in S^{c}}\left|e_{j}^{\top}\left\{\hat{Q}_{S^{c} S}\left(\hat{Q}_{S S}\right)^{-1}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\}\right|_{2} \\
\leq & \left|e_{j}^{\top} \nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S} \Delta_{1}\right|_{2}+\left|e_{j}^{\top} \Delta_{2}\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right|_{2}+\left|e_{j}^{\top} \Delta_{2} \Delta_{1}\right|_{2}
\end{aligned}
$$

where

$$
\Delta_{1}:=\left(\hat{Q}_{S S}\right)^{-1}-\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}, \quad \text { and } \quad \Delta_{2}:=\left(\hat{Q}_{S^{c} S}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\right)
$$

By (71) and (72), in the event $\Omega$, we have

$$
\mathrm{II} \lesssim\left(n^{2 / \gamma} \sqrt{s} \lambda+s \lambda\right) \sqrt{s} \lambda
$$

In addition,

$$
\left\|\hat{Q}_{S^{c} S}\left(\hat{Q}_{S S}\right)^{-1}-\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S^{c} S}\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \lesssim\left(n^{2 / \gamma} \sqrt{s} \lambda+s \lambda\right) \sqrt{s}
$$

Then, by (73), the incoherence condition and Proposition 2 in [46], strict dual feasibility holds under the scaling condition $n^{2 / \gamma} s \lambda+s^{3 / 2} \lambda \lesssim 1$. We are able to apply Theorem 1 and Theorem 2 in [46].

Turning to $\ell_{\infty}$ error bounds, we have in the event $\Omega$,

$$
\begin{aligned}
\left|\hat{\beta}-\beta^{*}\right|_{\infty} \leq & \left|\left(\hat{Q}_{S S}\right)^{-1} \nabla \mathcal{R}_{n}\left(\beta^{*}\right)_{S}\right|_{\infty}+\lambda\left\|\left(\hat{Q}_{S S}\right)^{-1}\right\|_{\infty} \\
\leq & \sqrt{s}\left\|\Delta_{1}\right\|_{2}\left|\nabla \mathcal{R}_{n}\left(\beta^{*}\right)_{S}\right|_{\infty}+\left|\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1} \nabla \mathcal{R}_{n}\left(\beta^{*}\right)_{S}\right|_{\infty}+\lambda\left\|\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \\
& \quad+\lambda\left\|\left(\hat{Q}_{S S}\right)^{-1}-\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \\
& \lesssim\left(n^{2 / \gamma} \sqrt{s} \lambda+s \lambda\right) \sqrt{s} \lambda+\left\|\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \lambda \\
\lesssim & \left\|\left(\nabla^{2} \mathcal{R}\left(\beta^{*}\right)_{S S}\right)^{-1}\right\|_{\infty} \lambda
\end{aligned}
$$

using the scaling condition. This implies the desired result by Theorem 2 in [46].

Lemma D.4. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty,\left|r^{\prime}(x)\right| \leq M_{1}<\infty$ and $\left|r^{\prime \prime}(x)\right| \leq M_{2}<\infty$ for any $x \in \mathbb{R}$. Also assume $\mathbb{E}\left|X_{i j}^{4}\right| \leq C<\infty$, for any $1 \leq j \leq p$, and $\mathbb{E}\left|Y_{i}\right|^{4} \leq C<\infty$. Let $\left\|X_{. j}\right\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1,\|Y\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<$ $\rho_{y}<1,\|Y .\|_{\psi_{\nu}}<\infty$ and $\rho=\min \left\{\rho_{j}, \rho_{y}\right\} \in(0,1)$. Choose $\tau \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$. As long as $(\log n)^{2 \nu+1}(\log p / n)^{1 / 2} \leq C_{1}$, it holds that

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right)\right) \widetilde{X}_{i}\right|_{\infty}>C_{2}(\log n) \sqrt{\frac{\log p}{n}}\right) \leq n^{-C_{3}}+p^{-C_{4}} \tag{74}
\end{equation*}
$$

where $C_{1}, C_{3}>0$ depend on $\|Y\|_{\psi_{\nu}}, C_{2}, C_{4}>0$ depend on $L, \rho, \max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}$ and $\|Y .\|_{4, \mathrm{GMC}}$.

Proof. Note that

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-r^{\prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right)\right) \tilde{X}_{i}\right|_{\infty} \leq\left|\frac{1}{n} \sum_{i=1}^{n} Y_{i} \widetilde{X}_{i}-\mathbb{E} Y_{i} \widetilde{X}_{i}\right|_{\infty}+\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i}-\mathbb{E} r^{\prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i}\right|_{\infty} \\
& \quad+\left|\mathbb{E} Y_{i} \widetilde{X}_{i}-\mathbb{E} r^{\prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i}\right|_{\infty} \\
& :=\mathrm{I}+\mathrm{II}+\mathrm{III}
\end{aligned}
$$

We bound the above three terms one by one.
We first bound I. Let $\widetilde{Y}_{i}=\operatorname{sgn}\left(Y_{i}\right)\left(\left|Y_{i}\right| \wedge \tau_{1}\right)$, with $\tau_{1} \asymp \tau \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$. Then

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} Y_{i} \widetilde{X}_{i j}-\mathbb{E} Y_{i} \widetilde{X}_{i j} & =\left(\frac{1}{n} \sum_{i=1}^{n} \widetilde{Y}_{i} \widetilde{X}_{i j}-\mathbb{E} \tilde{Y}_{i} \widetilde{X}_{i j}\right)+\mathbb{E}\left[\left(Y_{i}-\widetilde{Y}_{i}\right) \widetilde{X}_{i j}\right]+\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\widetilde{Y}_{i}\right) \widetilde{X}_{i j} \\
& =\mathrm{I}_{1}+\mathrm{I}_{2}+\mathrm{I}_{3}
\end{aligned}
$$

For $\mathrm{I}_{1}$, by Hölder's inequality, for $\rho=\min \left\{\rho_{j}, \rho_{y}\right\}$,

$$
\begin{aligned}
& \rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{Y}_{i} \widetilde{X}_{i j}-\widetilde{Y}_{i,\{0\}} \widetilde{X}_{i j,\{0\}}\right\|_{2} \\
\leq & \rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{Y}_{i}\right\|_{4}\left\|\widetilde{X}_{i j}-\widetilde{X}_{i j,\{0\}}\right\|_{4}+\rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{Y}_{i}-\widetilde{Y}_{i,\{0\}}\right\|_{4}\left\|\widetilde{X}_{i j,\{0\}}\right\|_{4} \\
\leq & \left\|X_{. j}\right\|_{4, \mathrm{GMC}}\left\|\widetilde{Y}_{i}\right\|_{4}+\left\|\widetilde{X}_{i j}\right\|_{4}\|Y .\|_{4, \mathrm{GMC}}
\end{aligned}
$$

The last inequality follows from the property that the function $\operatorname{sgn}(x)\left(|x| \wedge \tau_{1}\right)=(x \wedge$ $\left.\tau_{1}\right) \vee\left(-\tau_{1}\right)$ is Lipschitz continuous and bounded. It follows that

$$
\left\|\tilde{Y}_{.} \widetilde{X}_{. j}\right\|_{2, \mathrm{GMC}} \leq 2\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\|Y .\|_{4, \mathrm{GMC}}
$$

Applying Theorem A. 3 with $x \asymp \sqrt{n \log p(\log n)^{2}}$ and as $\left|\widetilde{X}_{i j} \widetilde{Y}_{i}\right| \leq \tau_{1} \tau$, we have

$$
\begin{aligned}
& \mathbb{P}\left(\max _{j}\left|\sum_{i=1}^{n} \tilde{X}_{i j} \tilde{Y}_{i}-\mathbb{E} \widetilde{X}_{i j} \tilde{Y}_{i}\right| \geq c_{1} \sqrt{n \log p(\log n)^{2}}\right) \\
& \leq 2 p \exp \left(-\frac{x^{2}}{C_{\rho}\left\|\widetilde{X}_{. j} \widetilde{Y}_{\cdot}\right\|_{2, \mathrm{GMC}}^{2}+C_{\rho}\left(\tau_{1} \tau\right)^{2}+C_{\rho}\left(\tau_{1} \tau\right)(\log n)^{2} x}\right) \\
& \leq p^{-c_{2}}
\end{aligned}
$$

for some $c_{1}, c_{2}>0$ depend on $\rho$ and $\left\|\tilde{Y} . \widetilde{X}_{. j}\right\|_{2, \text { GMC }}$. Hence, with probability at least $1-p^{-c_{2}}$,

$$
\max _{j}\left|n^{-1} \sum_{i=1}^{n} \tilde{X}_{i j} \widetilde{Y}_{i}-\mathbb{E} \widetilde{X}_{i j} \tilde{Y}_{i}\right| \leq c_{1} \sqrt{\frac{(\log n)^{2} \log p}{n}}
$$

For $\mathrm{I}_{2}$, we have

$$
\mathbb{E}\left[\left(Y_{i}-\widetilde{Y}_{i}\right) \widetilde{X}_{i j}\right] \leq \mathbb{E}\left|\widetilde{X}_{i j} Y_{i} \mathbf{1}_{\left\{\left|Y_{i}\right|>\tau_{1}\right\}}\right| \leq \frac{\mathbb{E}\left|\widetilde{X}_{i j} Y_{i}^{2}\right|}{\tau_{1}} \leq \frac{C}{\tau_{1}}
$$

For $\mathrm{I}_{3}$ with any $1 \leq j \leq p$,

$$
\mathbb{P}\left(\mathrm{I}_{3} \neq 0\right) \leq \mathbb{P}\left(\bigcup_{i=1}^{n}\left\{\left|Y_{i}\right|>\tau_{1}\right\}\right) \leq \sum_{i=1}^{n} \mathbb{P}\left(\left|Y_{i}\right|>\tau_{1}\right)
$$

As $\|Y .\|_{\psi_{\nu}}<\infty$, for any $x>0$,

$$
\mathbb{P}\left(\left|Y_{i}\right|>x\right) \leq c_{3} \exp \left(-c_{4} x^{1 / \nu}\right)
$$

If $x \asymp(\log n)^{\nu} \lesssim \tau_{1} \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$, we have

$$
\mathbb{P}\left(\mathrm{I}_{3} \neq 0\right) \leq n^{-c_{5}}
$$

Next, we consider II. Similarly to $\mathrm{I}_{1}$, setting $\rho=\min \left\{\rho_{j}, \rho_{y}\right\}$, we can show

$$
\begin{aligned}
& \rho^{-m} \sum_{i=m}^{\infty}\left\|r^{\prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j}-r^{\prime}\left(\widetilde{X}_{i,\{0\}}^{\top} \beta^{*}\right) \widetilde{X}_{i j,\{0\}}\right\|_{2} \\
\leq & \rho^{-m} \sum_{i=m}^{\infty}\left\|\left[r^{\prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(\widetilde{X}_{i,\{0\}}^{\top} \beta^{*}\right)\right] \widetilde{X}_{i j}\right\|_{2}+\rho^{-m} \sum_{i=m}^{\infty}\left\|r^{\prime}\left(\widetilde{X}_{i,\{0\}}^{\top} \beta^{*}\right)\left(\widetilde{X}_{i j}-\widetilde{X}_{i j,\{0\}}\right)\right\|_{2} \\
\leq & \rho^{-m} \sum_{i=m}^{\infty} \sum_{k=1}^{p} M_{2}\left|\beta_{k}^{*}\right|\left\|\widetilde{X}_{i k}-\widetilde{X}_{i k,\{0\}}\right\| 4\left\|\widetilde{X}_{i j}\right\|_{4}+\rho^{-m} \sum_{i=m}^{\infty} M_{1}\left\|\widetilde{X}_{i j}-\widetilde{X}_{i j,\{0\}}\right\|_{2} \\
\leq & \sum_{k=1}^{p} M_{2}\left|\beta_{k}^{*}\right|\left\|X_{. k}\right\|_{4, \mathrm{GMC}}\left\|\widetilde{X}_{i j}\right\|_{4}+M_{1}\left\|X_{. j}\right\|_{2, \mathrm{GMC}} \\
\leq & M_{2} L \max _{k}\left\|X_{. k}\right\|_{4, \mathrm{GMC}}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}+M_{1}\left\|X_{. j}\right\|_{2, \mathrm{GMC}}
\end{aligned}
$$

Hence,

$$
\left\|r^{\prime}\left(\widetilde{X}_{\cdot}^{\top} \beta^{*}\right) X_{. j}\right\|_{2, \mathrm{GMC}} \leq M_{2} L \max _{k}\left\|X_{. k}\right\|_{4, \mathrm{GMC}}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}+M_{1}\left\|X_{. j}\right\|_{2, \mathrm{GMC}}<\infty
$$

Applying Theorem A. 3 again with $x \asymp \sqrt{n \log p(\log n)^{2}}$ and $\left|r^{\prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j}\right| \leq M_{1} \tau$, with probability at least $1-p^{-c_{7}}$, we have

$$
\max _{j}\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right) \tilde{X}_{i j}-\mathbb{E} r^{\prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right) \tilde{X}_{i j}\right| \leq c_{6}(\log n) \sqrt{\frac{\log p}{n}}
$$

where $c_{6}, c_{7}>0$ depend on $M_{1}, M_{2}, L, \rho$ and $\left\|r^{\prime}\left(\tilde{X}^{\top} \beta^{*}\right) X_{. j}\right\|_{2, \mathrm{GMC}}$.
Finally, we bound III. As $\mathbb{E}\left(Y_{i} \mid X_{i}\right)=r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)$, for any $1 \leq j \leq p$,

$$
\begin{aligned}
\left|\mathbb{E} Y_{i} \widetilde{X}_{i j}-\mathbb{E} r^{\prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j}\right| & =\mathbb{E}\left|\left[r^{\prime}\left(X_{i}^{\top} \beta^{*}\right)-r^{\prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)\right] \widetilde{X}_{i j}\right| \\
& \leq \sum_{k=1}^{p} M_{2}\left|\beta_{k}^{*}\right| \mathbb{E}\left|\left(X_{i k}-\widetilde{X}_{i k}\right) \widetilde{X}_{i j}\right| \\
& \leq \sum_{k=1}^{p} M_{2}\left|\beta_{k}^{*}\right| \mathbb{E}\left|\widetilde{X}_{i j} X_{i k} \mathbf{1}_{\left\{\left|X_{i k}\right|>\tau\right\}}\right| \\
& \leq \sum_{k=1}^{p} M_{2}\left|\beta_{k}^{*}\right| \mathbb{E}\left|\widetilde{X}_{i j} X_{i k}^{2}\right| / \tau \\
& \leq M_{2} L C \tau^{-1}
\end{aligned}
$$

Combining $\mathrm{I}_{1}, \mathrm{I}_{2}, \mathrm{I}_{3}$, II and III, we have the desired results.
Remark D.2. If $\left|Y_{i}\right| \leq C<\infty$, for example $Y_{i}$ is a categorical variable, then the condition $(\log n)^{2 \nu+1}(\log p / n)^{1 / 2} \leq C_{1}$ can be removed.

Proof of Lemma 3.3. We first prove the $\operatorname{RSC}$ of $\mathcal{R}_{n}(\beta)$ at $\beta=\beta^{*}$ over the cone $\mathcal{C}(S)$

$$
\mathcal{C}(S)=\left\{\Delta \in \mathbb{R}^{p}:\left|\Delta_{S^{c}}\right|_{1} \leq 3\left|\Delta_{S}\right|_{1}\right\}
$$

for $S \subset\{1,2, \ldots, p\}$ and $|S|_{0}=s$. Note that

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta \\
= & \Delta^{\top}\left(\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}\right) \Delta+\Delta^{\top}\left(\frac{1}{n} \sum_{i=1}^{n} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top}-\mathbb{E} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top}\right) \Delta \\
& \quad+\Delta^{\top}\left(\mathbb{E} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top}-\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i} X_{i}^{\top}\right) \Delta \tag{75}
\end{align*}
$$

High Dimensional GLMs for Temporal Dependent Data
For the third term in (75), we can show for any $1 \leq j, k \leq p$,

$$
\begin{aligned}
& \left|\mathbb{E} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \tilde{X}_{i j} \widetilde{X}_{i k}-\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i j} X_{i k}\right| \\
\leq & \left|\mathbb{E}\left(r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)-\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right)\right) \widetilde{X}_{i j} \widetilde{X}_{i k}\right|+\left|\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right)\left(\widetilde{X}_{i j} \widetilde{X}_{i k}-X_{i j} X_{i k}\right)\right| \\
\leq & \sum_{l=1}^{p} M_{3}\left|\beta_{l}^{*}\right| \cdot \mathbb{E}\left|\left(X_{i l}-\widetilde{X}_{i l}\right) \widetilde{X}_{i j} \widetilde{X}_{i k}\right|+M_{2} \mathbb{E}\left|\widetilde{X}_{i j} \widetilde{X}_{i k}-X_{i j} X_{i k}\right| \\
\leq & \sum_{l=1}^{p} M_{3}\left|\beta_{l}^{*}\right| \cdot \mathbb{E}\left|X_{i l} \widetilde{X}_{i j} \widetilde{X}_{i k} \mathbf{1}_{\left\{\left|X_{i l}\right|>\tau\right\}}\right|+M_{2} \mathbb{E}\left|X_{i j} X_{i k}\left(\mathbf{1}_{\left\{\left|X_{i j}\right|>\tau\right\}}+\mathbf{1}_{\left\{\left|X_{i k}\right|>\tau\right\}}\right)\right| \\
\leq & \sum_{l=1}^{p} M_{3}\left|\beta_{l}^{*}\right| \cdot \frac{\mathbb{E}\left|X_{i l}^{2} \widetilde{X}_{i j} \widetilde{X}_{i k}\right|}{\tau}+M_{2} \frac{\mathbb{E}\left|X_{i j}^{2} X_{i k}\right|}{\tau}+M_{2} \frac{\mathbb{E}\left|X_{i j} X_{i k}^{2}\right|}{\tau} \\
\leq & \frac{2 C M_{2}+C M_{3} L}{\tau} .
\end{aligned}
$$

As for the second term in (75), we shall bound the $\left\|r^{\prime \prime}\left(\tilde{X}^{\top} \beta^{*}\right) \widetilde{X}_{. j} \tilde{X}_{. k}\right\|_{2, \mathrm{GMC}}$. By Hölder's inequality, for $\rho=\min _{j}\left\{\rho_{j}\right\}$,

$$
\begin{aligned}
& \quad \rho^{-m} \sum_{i=m}^{\infty}\left\|r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j} \widetilde{X}_{i k}-r^{\prime \prime}\left(\widetilde{X}_{i,\{0\}}^{\top} \beta^{*}\right) \widetilde{X}_{i j,\{0\}} \widetilde{X}_{i k,\{0\}}\right\|_{2} \\
& \leq \rho^{-m} \sum_{i=m}^{\infty}\left\|\left[r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)-r^{\prime \prime}\left(\widetilde{X}_{i,\{0\}}^{\top} \beta^{*}\right)\right] \widetilde{X}_{i j} \widetilde{X}_{i k}\right\|_{2}+\rho^{-m} \sum_{i=m}^{\infty}\left\|r^{\prime \prime}\left(\widetilde{X}_{i,\{0\}}^{\top} \beta^{*}\right)\left[\widetilde{X}_{i j} \widetilde{X}_{i k}-\widetilde{X}_{i j,\{0\}} \widetilde{X}_{i k,\{0\}}\right]\right\|_{2} \\
& \leq \rho^{-m} \sum_{i=m}^{\infty}\left\|r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)-r^{\prime \prime}\left(\widetilde{X}_{i,\{0\}}^{\top} \beta^{*}\right)\right\|_{6}\left\|\widetilde{X}_{i j} \widetilde{X}_{i k}\right\|_{3}+M_{2} \cdot \rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{X}_{i j} \widetilde{X}_{i k}-\widetilde{X}_{i j,\{0\}} \widetilde{X}_{i k,\{0\}}\right\|_{2} \\
& \leq \\
& \leq \rho^{-m} \sum_{i=m}^{\infty} \sum_{l=1}^{p} M_{3}\left|\beta_{l}^{*}\right| \cdot\left\|\widetilde{X}_{i l}-\widetilde{X}_{i l,\{0\}}\right\|_{6}\left\|\widetilde{X}_{i j} \widetilde{X}_{i k}\right\|_{3}+M_{2} \cdot \rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{X}_{i j}-\widetilde{X}_{i j,\{0\}}\right\|_{4}\left\|\widetilde{X}_{i k}\right\|_{4} \\
& \quad+M_{2} \cdot \rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{X}_{i j,\{0\}}\right\|_{4}\left\|\widetilde{X}_{i k}-\widetilde{X}_{i k,\{0\}}\right\|_{4} \\
& \leq \\
& M_{3} L \max _{l}\left\|X_{. l}\right\|_{6, \mathrm{GMC}}\left\|X_{i j}\right\|_{6}\left\|X_{i k}\right\|_{6}+M_{2}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\left\|X_{i k}\right\|_{4}+M_{2}\left\|X_{i j}\right\|_{4}\left\|X_{. k}\right\|_{4, \mathrm{GMC}} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
&\left\|r^{\prime \prime}\left(\tilde{X}_{.}^{\top} \beta^{*}\right) \widetilde{X}_{. j} \tilde{X}_{. k}\right\|_{2, \mathrm{GMC}} \\
& \leq M_{3} L \max _{l}\left\|X_{. l}\right\|_{6, \mathrm{GMC}}\left\|X_{i j}\right\|_{6}\left\|X_{i k}\right\|_{6}+M_{2}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\left\|X_{i k}\right\|_{4}+M_{2}\left\|X_{i j}\right\|_{4}\left\|X_{. k}\right\|_{4, \mathrm{GMC}}
\end{aligned}
$$

Applying Theorem A. 3 with $x \asymp \sqrt{n \log p(\log n)^{2}}$, as $\left|r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j} \widetilde{X}_{i k}\right| \leq M_{2} \tau^{2}$ and $\tau \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$, we have with probability at least $1-p^{-c_{1}}$

$$
\begin{equation*}
\max _{j, k}\left|\frac{1}{n} \sum_{i=1}^{n} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j} \widetilde{X}_{i k}-\mathbb{E} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j} \widetilde{X}_{i k}\right| \leq c_{2}(\log n) \sqrt{\frac{\log p}{n}} \tag{76}
\end{equation*}
$$

where $c_{1}, c_{2}$ depend on $\rho$ and $\left\|r^{\prime \prime}\left(\widetilde{X}^{\top} \beta^{*}\right) \widetilde{X}_{. j} \widetilde{X}_{. k}\right\|_{2, \text { GMC }}$. Hence, employing (76) and the upper bound of $\left|\mathbb{E} r^{\prime \prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i j} \widetilde{X}_{i k}-\mathbb{E} r^{\prime \prime}\left(X_{i}^{\top} \beta^{*}\right) X_{i j} X_{i k}\right|$ into (75), we have, in an event with probability at least $1-p^{-c_{1}}$,

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta \geq \kappa_{\mathrm{H}}|\Delta|_{2}^{2}-c_{3}(\log n) \sqrt{\frac{\log p}{n}}|\Delta|_{1}^{2} \tag{77}
\end{equation*}
$$

where $c_{1}, c_{3}>0$ depend on $\rho, M_{2}, M_{3}, L$ and $\max _{j}\left\|X_{. j}\right\|_{6, G M C}$.
Next, we bound the difference of $n^{-1} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta$ and $n^{-1} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta$ to control LRSC within a neighborhood of $\beta^{*}$. Basic calculation shows that

$$
\begin{align*}
& \left|\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta-\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta\right| \\
= & \left|\frac{1}{n} \sum_{i=1}^{n}\left[r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta\right)-r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)\right] \Delta^{\top} \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta\right| \\
\leq & \max _{i}\left|r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta\right)-r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)\right| \cdot \frac{1}{n} \sum_{i=1}^{n}\left(\widetilde{X}_{i}^{\top} \Delta\right)^{2} . \tag{78}
\end{align*}
$$

By the decomposition
$\frac{1}{n} \sum_{i=1}^{n}\left(\widetilde{X}_{i}^{\top} \Delta\right)^{2}=\Delta^{\top}\left(\mathbb{E} X_{i} X_{i}^{\top}\right) \Delta+\Delta^{\top}\left(\mathbb{E} \widetilde{X}_{i} \tilde{X}_{i}^{\top}-\mathbb{E} X_{i} X_{i}^{\top}\right) \Delta+\Delta^{\top}\left(\frac{1}{n} \sum_{i=1}^{n} \tilde{X}_{i} \tilde{X}_{i}^{\top}-\mathbb{E} \tilde{X}_{i} \tilde{X}_{i}^{\top}\right) \Delta$,
as $\sup _{|\nu|_{2}=1} \mathbb{E}\left|X_{i}^{\top} \nu\right|^{2} \leq c_{0}$ and $\Delta \in \mathcal{C}(S)$, similarly to the proof of (75), we can obtain with probability at least $1-p^{-c_{4}}$,

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n}\left(\tilde{X}_{i}^{\top} \Delta\right)^{2} & \leq c_{0}|\Delta|_{2}^{2}+c^{\prime} \log n \sqrt{\frac{\log p}{n}} \cdot|\Delta|_{1}^{2} \leq c_{0}|\Delta|_{2}^{2}+c^{\prime} s \log n \sqrt{\frac{\log p}{n}} \cdot|\Delta|_{2}^{2} \\
& \leq 2 c_{0}|\Delta|_{2}^{2}
\end{aligned}
$$

Meanwhile, as $\left|\beta-\beta^{*}\right|_{2}^{2} \leq C_{1} s \lambda^{2}$, over the cone $\mathcal{C}(S)$,

$$
\max _{i}\left|r^{\prime \prime}\left(\tilde{X}_{i}^{\top} \beta\right)-r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta^{*}\right)\right| \leq M_{3} \tau\left|\beta-\beta^{*}\right|_{1} \leq M_{3} \tau \cdot 4\left|\beta_{S}-\beta_{S}^{*}\right|_{1} \leq 4 M_{3} \tau s \lambda .
$$

Hence, it follows from (78) that

$$
\begin{align*}
& \left|\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\widetilde{X}_{i}^{\top} \beta\right) \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta-\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\tilde{X}_{i}^{\top} \beta^{*}\right) \tilde{X}_{i} \widetilde{X}_{i}^{\top} \Delta\right| \\
& \leq 8 c_{0} M_{3} s \sqrt{\lambda}|\Delta|_{2}^{2} \leq\left(\kappa_{\mathrm{H}} / 3\right)|\Delta|_{2}^{2} . \tag{79}
\end{align*}
$$

Combining (77) and (79), we conclude that

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} \Delta^{\top} r^{\prime \prime}\left(\tilde{X}_{i}^{\top} \beta\right) \tilde{X}_{i} \tilde{X}_{i}^{\top} \Delta & \geq \kappa_{\mathrm{H}}|\Delta|_{2}^{2}-\left(\kappa_{\mathrm{H}} / 3\right)|\Delta|_{2}^{2}-c_{3} s(\log n) \sqrt{\frac{\log p}{n}}|\Delta|_{2}^{2} \\
& \geq\left(\kappa_{\mathrm{H}} / 2\right)|\Delta|_{2}^{2}
\end{aligned}
$$

Proof of Theorem 3.3. Theorem 3.3 follows from Lemma D.4, Lemma 3.3 and Lemma D.1.

Proof of Corollary 3.3. The proof is similar to Corollary 3.1. Thus it is omitted.
Lemma D.5. Assume $\left|\beta^{*}\right|_{1} \leq L<\infty$. Also assume $\mathbb{E}\left|X_{i j}^{4}\right| \leq C<\infty$, for any $1 \leq$ $j \leq p$, and $\mathbb{E}\left|Y_{i}\right|^{4} \leq C<\infty$. Let $\left\|X_{. j}\right\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{j}<1$, $\|Y .\|_{4, \mathrm{GMC}}<\infty$ for some constant $0<\rho_{y}<1$, and $\rho=\min \left\{\rho_{j}, \rho_{y}\right\} \in(0,1)$. Choose $\tau_{1}, \tau_{2} \asymp n^{1 / 4}(\log p)^{-1 / 4}(\log n)^{-1 / 2}$. It holds that

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i}\left(\widetilde{Y}_{i}-\widetilde{X}_{i}^{\top} \beta^{*}\right)\right|_{\infty}>C_{1}(\log n) \sqrt{\frac{\log p}{n}}\right) \leq p^{-C_{2}} \tag{80}
\end{equation*}
$$

where $C_{1}, C_{2}>0$ only depend on $L, \rho, \max _{j}\left\|X_{. j}\right\|_{4, \mathrm{GMC}}$ and $\|Y .\|_{4, \mathrm{GMC}}$.
Proof. Note that

$$
\begin{aligned}
&\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i}\left(\widetilde{Y}_{i}-\widetilde{X}_{i}^{\top} \beta^{*}\right)\right|_{\infty} \leq\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i} \widetilde{Y}_{i}-\mathbb{E} \widetilde{X}_{i} \widetilde{Y}_{i}\right|_{\infty}+\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \beta^{*}-\mathbb{E} \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \beta^{*}\right|_{\infty} \\
&+\left|\mathbb{E} \widetilde{X}_{i} \widetilde{Y}_{i}-\mathbb{E} X_{i} Y_{i}\right|_{\infty}+\left|\mathbb{E} X_{i} Y_{i}-\mathbb{E} \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \beta^{*}\right|_{\infty} \\
&:=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}
\end{aligned}
$$

We bound the four terms one by one. For I, by Hölder's inequality,

$$
\left\|\widetilde{X}_{i j} \tilde{Y}_{i}-\tilde{X}_{i j,\{0\}} \tilde{Y}_{i,\{0\}}\right\|_{2} \leq\left\|\widetilde{X}_{i j}-\widetilde{X}_{i j,\{0\}}\right\|_{4}\left\|\tilde{Y}_{i,\{0\}}\right\|_{4}+\left\|\widetilde{X}_{i j}\right\|\left\|_{4}\right\| \tilde{Y}_{i}-\widetilde{Y}_{i,\{0\}} \|_{4}
$$

It follows that, for $\rho=\min \left\{\rho_{j}, \rho_{y}\right\}$,

$$
\begin{aligned}
& \rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{X}_{i j} \widetilde{Y}_{i}-\widetilde{X}_{i j,\{0\}} \widetilde{Y}_{i,\{0\}}\right\|_{2} \\
\leq & \rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{X}_{i j}-\widetilde{X}_{i j,\{0\}}\right\|_{4}\left\|\widetilde{Y}_{i,\{0\}}\right\|_{4}+\rho^{-m} \sum_{i=m}^{\infty}\left\|\widetilde{X}_{i j}\right\|_{4}\left\|\widetilde{Y}_{i}-\widetilde{Y}_{i,\{0\}}\right\|_{4} \\
\leq & \left\|X_{. j}\right\|_{4, \mathrm{GMC}}\left\|\widetilde{Y}_{i}\right\|_{4}+\left\|\widetilde{X}_{i j}\right\|_{4}\|Y .\|_{4, \mathrm{GMC}} .
\end{aligned}
$$

That is, $\left\|\widetilde{X}_{. j} \tilde{Y}_{.}\right\|_{2, \mathrm{GMC}} \leq 2\left\|X_{. j}\right\|_{4, \mathrm{GMC}}\left\|Y_{.}\right\|_{4, \mathrm{GMC}}$. Applying Theorem A. 3 with $x \asymp$ $\sqrt{n \log p(\log n)^{2}}$ and $\left|\widetilde{X}_{i j} \widetilde{Y}_{i}\right| \leq \tau_{1} \tau_{2}$, we have

$$
\begin{aligned}
\mathbb{P}\left(\max _{j}\left|\sum_{i=1}^{n} \widetilde{X}_{i j} \tilde{Y}_{i}-\mathbb{E} \widetilde{X}_{i j} \tilde{Y}_{i}\right| \geq x\right) & \leq 2 p \exp \left(-\frac{x^{2}}{C\left\|\tilde{X}_{. j} \tilde{Y}_{.}\right\|_{2, \mathrm{GMC}}^{2}+C\left(\tau_{1} \tau_{2}\right)^{2}+C\left(\tau_{1} \tau_{2}\right)(\log n)^{2} x}\right) \\
& \leq p^{-C_{1}}
\end{aligned}
$$

for some $C_{1}>2$.
For II, we can obtain

$$
\mathrm{II} \leq \max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i j} \widetilde{X}_{i k}-\mathbb{E} \widetilde{X}_{i j} \widetilde{X}_{i k}\right|\left\|\beta^{*}\right\|_{1} \leq L \max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i j} \widetilde{X}_{i k}-\mathbb{E} \widetilde{X}_{i j} \widetilde{X}_{i k}\right|
$$

Similarly to I, $\left\|\widetilde{X}_{. j} \widetilde{X}_{. k}\right\|_{2, \mathrm{GMC}} \leq 2\left\|{\underset{\sim}{X}}_{. j}\right\|_{4, \mathrm{GMC}}\left\|X_{. k}\right\|_{4, \mathrm{GMC}}$. Applying Theorem A. 3 again with $x \asymp \sqrt{n \log p(\log n)^{2}}$ and $\left|\widetilde{X}_{i j} \widetilde{X}_{i k}\right| \leq \tau_{2}^{2}$, we have

$$
\mathbb{P}\left(\max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i j} \widetilde{X}_{i k}-\mathbb{E} \widetilde{X}_{i j} \widetilde{X}_{i k}\right| \geq x\right) \leq p^{-C_{2}}
$$

Next, we bound III. For any $1 \leq j \leq p$,

$$
\begin{aligned}
\mathbb{E} \widetilde{X}_{i j} \tilde{Y}_{i}-\mathbb{E} X_{i j} Y_{i} & =\mathbb{E} \tilde{Y}_{i}\left(\tilde{X}_{i j}-X_{i j}\right)+\mathbb{E}\left(\tilde{Y}_{i}-Y_{i}\right) X_{i j} \\
& \leq \mathbb{E}\left|\widetilde{Y}_{i} X_{i j} \mathbf{1}_{\left\{\left|X_{i j}\right| \geq \tau_{2}\right\}}\right|+\mathbb{E}\left|Y_{i} X_{i j} \mathbf{1}_{\left\{\left|Y_{i}\right| \geq \tau_{1}\right\}}\right| \\
& \leq \frac{\mathbb{E}\left|Y_{i} X_{i j}^{2}\right|}{\tau_{2}}+\frac{\mathbb{E}\left|Y_{i}^{2} X_{i j}\right|}{\tau_{2}} \\
& \leq C \tau_{2}^{-1} \leq C \tau_{2}^{-2}
\end{aligned}
$$

Finally, we bound IV. For any $1 \leq j \leq p$,

$$
\begin{aligned}
\mathbb{E} X_{i j} Y_{i}-\mathbb{E} \widetilde{X}_{i j} \widetilde{X}_{i}^{\top} \beta^{*} & =\mathbb{E} X_{i j} X_{i}^{\top} \beta^{*}-\mathbb{E} \widetilde{X}_{i j} \widetilde{X}_{i}^{\top} \beta^{*}=\sum_{k=1}^{p}\left|\beta_{k}^{*}\right| \mathbb{E}\left|X_{i j} X_{i k}-\widetilde{X}_{i j} \widetilde{X}_{i k}\right| \\
& \leq \sum_{k=1}^{p}\left|\beta_{k}^{*}\right| \mathbb{E}\left(\left|\left(X_{i j}-\widetilde{X}_{i j}\right) X_{i k}\right|+\left|\widetilde{X}_{i j}\left(X_{i k}-\widetilde{X}_{i k}\right)\right|\right) \\
& \leq \sum_{k=1}^{p}\left|\beta_{k}^{*}\right| \mathbb{E}\left|X_{i j} X_{i k}\right|\left(\mathbf{1}_{\left\{\left|X_{i j}\right| \geq \tau_{2}\right\}}+\mathbf{1}_{\left\{\left|X_{i k}\right| \geq \tau_{2}\right\}}\right) \\
& \leq \sum_{k=1}^{p}\left|\beta_{k}^{*}\right|\left(\mathbb{E}\left|X_{i j}^{2} X_{i k}\right| / \tau_{2}+\mathbb{E}\left|X_{i j} X_{i k}^{2}\right| / \tau_{2}\right) \\
& \leq C L \tau_{2}^{-1} \leq C L \tau_{2}^{-2}
\end{aligned}
$$

The the desired results follows from the upper bounds of I, II, III and IV.

Proof of Lemma 4.1. Note that

$$
\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i} \widetilde{X}_{i}^{\top}=\left(\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i} \tilde{X}_{i}^{\top}-\mathbb{E} \widetilde{X}_{i} \tilde{X}_{i}^{\top}\right)+\left(\mathbb{E} \widetilde{X}_{i} \widetilde{X}_{i}^{\top}-\mathbb{E} X_{i} X_{i}^{\top}\right)+\mathbb{E} X_{i} X_{i}^{\top}
$$

We can decompose $n^{-1} \sum_{i=1}^{n} \beta^{\top} \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \beta$ into three terms. For the first term, similarly to the proof of II in Lemma D.5, with $x \asymp \sqrt{n \log p(\log n)^{2}}$ and $\left|\widetilde{X}_{i j} \widetilde{X}_{i k}\right| \leq \tau_{2}^{2}$, we can show,

$$
\mathbb{P}\left(\max _{1 \leq j, k \leq p}\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{X}_{i j} \widetilde{X}_{i k}-\mathbb{E} \widetilde{X}_{i j} \widetilde{X}_{i k}\right| \geq c_{1}(\log n) \sqrt{\frac{\log p}{n}}\right) \leq p^{-C_{2}}
$$

For the second term,

$$
\begin{aligned}
\mathbb{E}\left|X_{i j} X_{i k}-\widetilde{X}_{i j} \widetilde{X}_{i k}\right| & \leq \mathbb{E}\left|X_{i j} X_{i k}\right|\left(\mathbf{1}_{\left\{\left|X_{i j}\right| \geq \tau_{2}\right\}}+\mathbf{1}_{\left\{\left|X_{i k}\right| \geq \tau_{2}\right\}}\right) \\
& \leq\left(\mathbb{E}\left|X_{i j}^{2} X_{i k}\right| / \tau_{2}+\mathbb{E}\left|X_{i j} X_{i k}^{2}\right| / \tau_{2}\right) \\
& \leq C \tau_{2}^{-1} \leq C \tau_{2}^{-2}
\end{aligned}
$$

Therefore, we have for any $\beta \in \mathbb{R}^{p}$, with probability at least $1-p^{-C_{2}}$,

$$
\frac{1}{n} \sum_{i=1}^{n} \beta^{\top} \widetilde{X}_{i} \widetilde{X}_{i}^{\top} \beta \geq \beta^{\top}\left(\mathbb{E} X_{i} X_{i}^{\top}\right) \beta-c_{1}(\log n) \sqrt{\frac{\log p}{n}}\|\beta\|_{1}^{2}
$$

Proof of Theorem 4.1. Employing the same arguments as those in the proof of Theorem 2 in [23], Theorem 4.1 then follows from Lemma D. 5 and Lemma 4.1.

Proof of Corollary 3.3. The proof is similar to Corollary 3.1 in the paper and Corollary 1 in [46], and thus is omitted. Note that in linear regression, the hessian matrix does not depends on $\beta$, which will simplify the proof.

